Chapter 17

Some, most, all in a visual world study

Barbara Tomaszewicz-Ozakin
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In a visual world eye-tracking study I find that Polish quantifiers niektére ‘some’,
wigkszo$¢é ‘most of’, najwiecej ‘the most’ and wszystkie ‘all’ elicit distinctive patterns
of looks, consistent with their semantics. Niektore ‘some’ has a strong scalar impli-
cature: the meaning ‘some-not-all’ is processed immediately as the quantifier is
heard. The superlative najwiecej ‘the most’ quickly triggers comparisons between
the target and the other sets. The proportional wigkszo$¢é ‘most of” elicits a pat-
tern suggesting that its verification involves the estimation of the total set. With
wszystkie ‘all’ the identification of the target set is the fastest.
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1 Introduction: Interpreting quantifiers

We talk about quantities all the time while describing the world. Quantifiers
are natural language expressions used to describe quantities with or without
using number terms. Semantically they express relations between sets (Barwise
& Cooper 1988), e.g., most of in the sentence Most of the balls are blue tells us
that the set of balls that are blue is larger than the set of non-blue balls. We
can easily assess the conditions that make this sentence true/false, but how do
we verify such sentences in real-life situations? The generalized quantifier the-
ory (Mostowski 1957, Lindstrom 1966, Montague 1973) is silent about this issue,
mainly because for philosophers (Montague 1973, a.0.) semantics was a branch of
mathematics and not of psychology (Partee 2011). Psychologists, however, have
long been studying the number sense in humans, a dedicated brain system for
abstract representation of number and the source of our mathematical intuitions,
which is employed in the judgments involving quantifiers (Feigenson et al. 2004,
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McMillan et al. 2005, 2006, Clark & Grossman 2007, Dehaene 2009, 2011, Troiani
etal. 2009). Speakers have different ways of referring to quantities: number terms
when the specific size of the set is at issue, and vague quantifiers like some and
most or context-dependent quantifiers like few and many, when they refer to ap-
proximate quantities. The present study addresses two critical questions about
quantifiers: (i) what is included in the lexical representation of quantifier mean-
ings and (ii) what the psychological mechanisms involved in the interpretation
of those meanings are.

Investigating those two questions, Pietroski et al. (2009) and Lidz et al. (2011)
put forth a novel hypothesis that what participants are doing to verify sentences
containing quantifiers, i.e., (ii), can be directly determined by quantifier seman-
tics, (i). To illustrate, in order to verify that most balls are blue we need to compare
the numbers of blue and and non-blue balls, but how do we obtain the number of
non-blue balls? If there are balls in one other color, we can simply count them. If
there are more colors, we can count the numbers of balls in each other color and
add them up; or we can obtain the number of all balls and subtract the number
of the blue balls from it; or we can instead verify if blue balls are more than the
half of all balls. But do we even need to count? Children who are not yet able to
count are perfectly able to understand sentences containing most (Halberda et al.
2008, Odic et al. 2018), and in real-life situations we do not need to know precise
quantities to use most.

Pietroski et al. (2009), Bates, Kliegl, et al. (2015), Tomaszewicz (2011, 2012, 2013,
2018), Hunter et al. (2017), Knowlton et al. (2021) obtained experimental evidence
that most of induces a subconscious choice of a procedure based on subtraction
for verification against visual displays, even in situations where comparing the
numerosity of the target set and one other set directly would be more efficient.
Why would the mind not subconsciously choose the most efficient procedure in
a given situation? According to the hypothesis it is because the mind follows
the “instructions” encoded in the logical function representing the meaning of a
quantifier. Tomaszewicz (2011, 2012, 2013, 2018) showed that, in contrast to the
proportional quantifier most of (Polish wigkszo$¢), the superlative najwiecej ‘the
most’, as in Najwiecej kulek jest niebieskich ‘Blue balls are more numerous than
balls in any other color’, directs participants’ subconscious attention to obtain-
ing the numerosities of each other color set. The participants were prompted to
switch between verification procedures by a change in the linguistic input, but
not by a change in the visual input. Thus, the motivation for the subconscious
switch in procedures is not to maximize efficiency. Participants used the proce-
dure associated with each quantifier, and in effect, the same display was verified
differently depending on which information the visual system was instructed to
use by the lexical representation of quantifier meanings.
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17 Some, most, all in a visual world study

The present experiment was designed to uncover the details of the lexical
semantic specification of the Polish quantifiers niektore ‘some’ and wigkszo$é
‘most of” in comparison to wszystkie ‘all’ and najwigcej ‘the most’. It utilizes eye-
movement as a representational measure in the visual world paradigm. Visual
world eye-tracking has been used to demonstrate how comprehenders rapidly
integrate different sources of information in order to identify the referents in the
visual display as the sentence unfolds over time (Tanenhaus et al. 1995, Allopenna
et al. 1998). The visual world paradigm allows for the closest approximation of
real-life visual contexts in an experimental setting. Our conscious experience is
that our eyes glide from one thing to another thing, but, in fact, unless we are
tracking a moving object, our eyes perceive images in a series of rapid jerky
movements (saccades). We can track the series of fixations at a particular point
and the saccades away from that point in order to analyze which parts of the
image attract attention and how. In a visual world task, participants hear the
sentence as they inspect the visual scene and their eye movements are recorded;
in particular, the proportion of looks to the target in the picture is measured. This
makes it an excellent tool for the investigation of incremental processing. At the
point in the sentence when the quantifier is heard, participants’ subconscious
attention should be directed to different aspects of the scene, towards or away
from the target, depending on the semantics of the quantifier.

In the current experiment, the four Polish quantifiers, wszystkie ‘all’, niektore
‘some’, wigkszos$¢ ‘most of” (proportional most), and najwigcej ‘the most’ (superla-
tive most, henceforth most-sup), appeared in the same carrier sentence, describ-
ing the same identical display for some, most of and most-sup (screens for all
needed to differ as will be explained shortly). I employed the gumball paradigm
of Degen & Tanenhaus (2011, 2016). Participants evaluated sentences of the form
“You got all/some/most of/most-sup blue balls” against displays of a ball machine
dispensing balls of three colors from upper to lower chambers; see Figure 1. The
correlate of the processing of the information about the quantifier semantics was
the proportion of looks to the target (the set of blue balls) vs. the so-called dis-
tractors (the two other color sets).

I thus build on the results of Huang & Snedeker (2009, 2011), Grodner et al.
(2010), Degen & Tanenhaus (2011, 2016), who showed that contextual effects on
the interpretation of quantifiers are reflected in eye-movement patterns. Those
studies investigated the time course of scalar implicatures, i.e., the pragmatic
aspects of the meaning of the quantifier some, while I concentrate on the pre-
cise semantic distinctions between the four Polish quantifiers to test both the
scalar implicature of Polish niektdre ‘some’ (Spychalska 2009) and the verification
procedure associated with Polish wigkszos¢ ‘most of’ (Szymanik & Zajenkowski
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Figure 1: The blue set is the target.

2010). The results of the visual verification experiments (visual search paradigm)
in Pietroski et al. (2009), Lidz et al. (2011), Tomaszewicz (2011, 2012, 2013), Hunter
et al. (2017), and Knowlton et al. (2021) indicate that quantifier semantics guides
the subconscious adoption of a verification strategy. The visual search paradigm
involves comparisons of the accuracy of judgments with reference to rapidly pre-
sented displays (200-300 ms), i.e., accuracy is taken as a proxy for the process-
ing cost. In these prior experiments the number of different color sets affected
accuracy in different ways depending on the quantifier in the stimulus sentence.
So while in the visual search paradigm it is assumed that the sentence stimulus
somehow provides an instruction for verification, the visual world paradigm in
the current study enables us to tap into the real-time construction of this instruc-
tion as the auditory stimulus unfolds.!

2 The current study

2.1 Methods

In each trial (72 trials in 3 blocks of 24), participants (n = 35), saw a fixation
cross and the display of a ball dispensing machine with its upper chambers filled
with 3 colors of balls (bottom chambers empty), as in the left panel of Figure 1.

!See Huettig et al. (2011) for an argument how the two paradigms, visual world and visual search,
provide converging evidence for the role of working memory in the interactions between lin-
guistic input and visual attention.
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17 Some, most, all in a visual world study

After 2 seconds, the button in the center of the machine turned yellow, and the
participants clicked on the button. Upon clicking, a grey mask was displayed for
200 ms. (Clicking the central button ensured that the participants were looking
at the central fixation point at the time of the auditory stimulus onset.) Now
the second display was shown: the ball machine was redisplayed with a certain
number of balls of each color having dropped to the lower chamber, e.g., right
panel in Figure 1.

After 500 ms, the participants heard one of the stimulus sentences in (1). Their
task was to click on that lower chamber which contained the balls mentioned in
the statement if they thought the statement was true, and click on the central
button otherwise.

(1) Dostales...
got.PAST.2SG

“You got...
a. wiekszo$¢ {niebieskich / czerwonych / zielonych} kulek. MOST-OF
most.of  blue red green balls

‘most of the blue/red/green balls’

b. najwiecej {niebieskich / czerwonych / zielonych} kulek. MOSTgyp
most-suP blue red green balls

‘the most blue/red/green balls’

c. niektore {niebieskie czerwone zielone} kulki. SOME
some  blue red green balls

‘some blue/red/green balls’

d. wszystkie {niebieskie / czerwone / zielone} kulki. ALL
some blue red green balls

‘all of the blue/red/green balls’

All the sound files were cross-spliced and normalized using Praat Vocal Toolkit
(Corretge 2020) so that all the quantifiers and color expressions had the same
duration. Once the participants clicked indicating their response, a grey screen
was displayed for 1s and the experiment advanced to the next trial. Participants’
eye movements were recorded with an Eyelink 1000 eye-tracker at a sampling
rate of 1000 Hz.

There were 8 conditions: 4 quantifiers (SOME/MOST-OF/MOSTgyp/ALL) ™ 2 dis-
play types (EARLY/LATE). In EARLY trials there was only one partitioned set, e.g.
the blue set in Figure 1. In LATE trials all sets were partitioned. The difference
between the EARLY and LATE displays is discussed and illustrated with pictures
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in the next section (Figure 4). The displays for the test sentences for the analy-
sis of eye-movements required a Yes response. Filler trials, half of all trials, re-
quired a No response. For Yes responses participants clicked the chamber that
matched the sentence, for No responses they clicked the button. Following Degen
& Tanenhaus (2011, 2016) I included what they call GARDEN-PATH trials among
the fillers in order to force the participants to pay attention and notice that the
sentences throughout the experiment might not always be true. On these trials,
one set was partitioned allowing an anticipation of a quantifier, but as the sen-
tence unfolded it turned out this set did not match the sentence (leading to a
garden-path-like effect where you had to revise your search for the target); see

Figure 2.

Figure 2: GARDEN-PATH condition

The displays were identical for 3 quantifiers: some, most of, most-sur. The
quantifier all had different displays, because the top chamber for that color had

to be empty, Figure 3.

all-EARLY all-LATE all-GARDEN-PATH

Figure 3: The displays for the ALL condition
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2.2 Predictions

The visual world studies in Huang & Snedeker (2009, 2011), Grodner et al. (2010),
and Degen & Tanenhaus (2011, 2016) compared the quantifiers some and all in
order to establish whether the processing of the scalar implicature of some is de-
layed. The literal interpretation of some, as in You got some of the blue balls, is
that you got at least one blue ball, so if you got all of them, the sentence is true.?
But in most contexts, we understand this sentence as saying that we got some
blue balls but not all of them. This interpretation is a pragmatic inference: the
speaker would have said “You got all of the blue balls’ if we got all of them be-
cause that would be a more informative statement. Quantifiers all and some form
a scale, so when some is used instead of the stronger all, the meaning ‘some-not-
all’ is inferred - this inference is called a scalar implicature (Horn 1972, Levinson
1983, a.0.). Huang & Snedeker (2009) found that the ‘some-not-all’ reading was
delayed in comparison with all, but Grodner et al. (2010) found no delay and
Degen & Tanenhaus (2011, 2016) hypothesized that the reason for the delay in
Huang & Snedeker (2009) was the availability of other descriptions of the scene:
sentences with number terms in addition to some and all. Degen & Tanenhaus
(2016) indeed found that when no such alternatives were present, the processing
of the some-not-all-implicature was not delayed relative to the processing of the
meaning of all, but it was somewhat delayed when those alternatives were avail-
able. Thus, the processing of pragmatic meaning may be no more costly than
the processing of the literal meaning of a quantifier, depending on the context.
In the present experiment, I used the gumball paradigm of Degen & Tanenhaus
(2011, 2016) to investigate the time course of processing of both pragmatic and
semantic information.

Given the findings of Degen & Tanenhaus (2011, 2016), the implicature of the
Polish ‘some’, niektére, could be delayed due to the presence of alternative utter-
ances that could describe the same situation. However, Spychalska (2009) argues
that the implicature of niektére is stronger than that of English some, so if we
find no delay, the current methodology is a useful tool for the investigation of
cross-linguistic semantic differences. To get more specific information about the
time course of the processing of niektore, it is compared with the two majority
quantifiers whose literal meaning allows us to make precise predictions for pro-
cessing, given the findings in Tomaszewicz (2011, 2012, 2013, 2018) that each of
them drives a distinct verification procedure consistent with its semantics.

2As observed in Spychalska (2009) in Polish niektére must mean ‘at least two’, because the
quantifier occurs only in the plural form.
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The superlative most (most-sup) in the sentence You got the most blue balls
(true in the right top panel of Figure 4) requires a comparison between the balls
in the lower chambers of the machine. In Figure 4, the machine has dropped
down 4 blue, 3 red, 2 green balls. Figure 4 illustrates how the stimulus sentence
unfolds: when hearing the quantifier najwiecej (most-sup, i.e., ‘the most’), you
already know you need to compare the numbers of the balls and if you had al-
ready determined that the blue set is the biggest, you can anticipate the adjective
‘blue’. The proportional quantifier, most of, on the other hand, requires you to
compare the numbers of the blue balls in the lower and the upper chambers. So
these two majority quantifiers require very distinct patterns of eye-movements.
The proportion of the looks to the target blue set at the moment of hearing the
quantifier should be lower with most-sup because two comparisons are needed
(with the red and the green set) whereas with most of just one comparison is
necessary (between the lower and upper blue sets). This predicted contrast be-
tween most of and most-sup allows us to test whether the looks to the target with
some will be delayed like with the most-sup. In addition, obtaining this contrast
would set up a baseline for further visual world studies on majority quantifiers
cross-linguistically.

The experiment also includes a comparison with the universal quantifier all,
but it was not possible to present it together with the same displays as for the
three other quantifiers; see the bottom panels of Figure 3. The displays for all
contained the same numbers of balls in the lower chambers and the colors were
in the same order as in the corresponding displays for the other quantifiers (the
exact location of the balls within a chamber was a little different because the
displays were generated with a random scatter). The displays for all make it
very easy to anticipate the color adjective at the point of hearing the quantifier
so this condition provides us with a time course for the highest proportion of
looks to the target (I already note here that this is not the baseline for statistical
comparisons because I want to compare the quantifiers with the same identical
displays).

The contrasts described above are predicted for the displays where the quanti-
fier provides a point of disambiguation as to which color is the target set. This is
the EARLY condition, i.e., in these displays target identification can happen earlier
than the color adjective is heard. The looks to the target set in the EARLY condi-
tion should begin to increase in the quantifier window (as in Degen & Tanenhaus
2016). In contrast, in the LATE condition, see Figure 5 below, the point of disam-
biguation is the color adjective.

The theoretical predictions outlined above may be affected by possible con-
founds, because in experiments on visual identification participants may exhibit
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Figure 4: Sample displays in EARLY condition — target: blue.

different kinds of biases that come, for instance, from the way the visual system
works. One of them is the bias to look more at larger set sizes (also found in
the study of Degen & Tanenhaus (2016). This means that already during the pre-
view of the picture, before the sentence is heard, participants will tend to look at
the blue set in the top right panel of Figure 4. We also know that when precise
counting is impossible or simply not needed as in the current experiment, people
use the Approximate Number System (ANS) that generates a representation of
magnitude rather than an exact cardinality, (Feigenson et al. 2004, Dehaene 2009,
2011). It is also known that with a 500 ms display ANS automatically enumerates
the total set (the superset) and up to two color subsets in parallel, (Halberda et al.
2006). Thus, the time course of eye-movements over the three regions of interest
is expected to reflect the following effects in the EARLY condition (the summary
is in Table 1).
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Figure 5: Sample displays in LATE condition — target: blue.

2.2.1 Preview and “You got’ (EARLY)

During the 500 ms preview of the display (the right panel of Figures 1-3) and dur-
ing the beginning of the sentence (Dostafes... “You got..”) I expect no differences
in the looks to the target for the four quantifiers, except for the bias to look at the
biggest set (the blue target pops out as different than the other two sets, hence
it may attract looks early on).

2.2.2 Quantifier (EARLY)

In the EARLY condition, where the quantifier disambiguates which set is the tar-
get, in the quantifier window, I expect fewer looks to the target with most-sup
than with most of and with all. The theoretical prediction explained above is
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that most-sup requires two comparisons (between the blue and the red set, and
between the blue and the green set in the lower chambers), while most-of re-
quires one (between the blue set in the lower chamber and that in the upper
chamber). During the preview and the ‘You got” window the looks may be at-
tracted to the biggest and partitioned set which is the blue target, therefore in
the quantifier window the looks may already move to the distractors. The quan-
tifier all requires no comparisons. This prediction is summarized as ‘MOSTgy, <
MOST-OF, ALL in Table 1 (‘fewer looks to the target set in the MOSTy, condition
than in the MosT-OF and ALL conditions’).

The predictions for some in the EARLY condition in the quantifier window de-
pend on which interpretation could be in the minds of the participants at this
point. If the scalar implicature, ‘some-but-not-all’, has already been processed,
the identification of the target should be (almost) just as easy as with all: it can-
not be the red nor the green set, and the blue partitioned set has already stood
out during preview. Hence, ‘SOME-NOT-ALL = ALL’ in Table 1. This interpretation
would also attract more looks to the blue target than with most-sup, ‘soME-NOT-
ALL > MOSTgyp - If, instead, participants are first considering the literal meaning
of some, ‘some-and-possibly-all’, then their looks will be directed to the green
and red color sets as with most-suP, ‘SOME-POSSIBLY-ALL = MOSTgyp -

Finally, there should be more looks to the target in the EARLY condition in
the quantifier window with some on the ‘some-but-not-all’ interpretation than
with most of, ‘SOME-NOT-ALL > MOST-OF . With both quantifiers the looks will be
attracted to the partitioned set, the blue target, but with most of you need to
estimate the numerosities of the two blue subsets and compare them to verify
that the sentence is true.

2.2.3 Color + ‘balls’ (EARLY)

In the EARLY condition, all but one of the effects observed in the quantifier win-
dow are predicted to be carried over to the color window. The exception is the
quantifier most of, which now may attract a similar proportion of looks to the tar-
get as some-not-all, ‘SOME-NOT-ALL = MOST-OF . The alternative is that with most
of there will still be more looks away from the target, ‘SOME-NOT-ALL  MOST-OF’,
because ‘most of the blue balls’ requires more operations for visual verification
than the comparison of the top and bottom blue set as I stated above. Pietroski
et al. (2009) and Lidz et al. (2011) propose that sentences with most of are verified
against visual displays of multicolored dots not by directly comparing two sets
but by a subtraction procedure: you estimate the superset, you estimate the tar-
get set, subtract and compare the result with the target. This procedure involves
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more steps than direct comparison of two sets but the reason it is followed is
because it is directly specified in the lexical semantics of the proportional quanti-
fier most. Lidz et al. (2011) argue that sentential meanings are “individuated more
finely than truth conditions” (p. 2) precisely because they interface with percep-
tion systems such as visual cognition. It has been established that numbers can
be represented as “noisy magnitudes” even for the purposes of basic arithmetic
operations like addition and subtraction (Feigenson et al. 2004, Degen & Tanen-
haus 2011), so the subtraction procedure is possible even with a 200 ms display,
but crucially it is less efficient than direct comparison. This effect was shown in
the visual search studies of Pietroski et al. (2009), Lidz et al. (2011), Tomaszewicz
(2011, 2012, 2013), Hunter et al. (2017), Knowlton et al. (2021), which measured
accuracy of Yes-No responses. In the current study I should find evidence that
participants follow the subtraction procedure, as specified in (2), in contrast to
direct selection of the two sets as in (3), if we find fewer looks to the target in the
color window than with SOME-NOT-ALL because of continuing looks to the top
blue set in order to establish the total set. Perhaps, the proportion of looks to the
target will even be as low as with most-suP (‘SOME-NOT-ALL = MOST-OF?/SOME-
NOT-ALL > MOST-OF/MOST-OF = MOSTgyp? in Table 1). Such a result in the color
window in the EARLY condition would provide support for a higher number of
processing steps involved in (2) as opposed to (3).

(2) suBTRACTION procedure for the verification of the sentence “You got most
of the blue balls’:
#[BLUE(X) & BELOW(X)] > #[BLUE(X) & ABOVE(X) & BELOW(X)] — [BLUE(X)
& ABOVE(X)]

(3) sELECTION procedure for the verification of the sentence “You got most of
the blue balls’:
#[BLUE(X) & BELOW(X)] > #[BLUE(X) & ABOVE(X)]

The differences expected to occur in the LATE condition are presented in the
following subsections.
2.2.4 Preview and ‘You got’ (LATE)

I expect no differences. As can be seen in Figure 5, bottom-right panel, the target
set cannot be identified during the preview by the big set bias (the blue bottom
set is not the only large set).
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Table 1: Predictions. (1) marks the point of disambiguation.

(a) EARLY

Preview  ‘You got’

Quantifier (1)

Color + ‘balls’

No differences/
Big set bias?

MOSTgy, < MOST-OF & ALL
SOME-NOT-ALL = ALL
SOME-NOT-ALL > MOST,
SOME-POSSIBLY-ALL = MOSTg;
SOME-NOT-ALL > MOST-OF

MOSTgyp < MOST-OF & ALL
SOME-NOT-ALL = ALL
SOME-NOT-ALL > MOSTg,
SOME-POSSIBLY-ALL = MOST,
SOME-NOT-ALL = MOST-OF? /
SOME-NOT-ALL > MOST-OF /
MOST-OF = MOSTy,?

(b) LATE

>

Preview ‘You got

Quantifier

Color + ‘balls’ (T)

No differences

MOSTgy, > ALL/MOST-OF/SOME
SOME-NOT-ALL > MOST-OF
SOME-NOT-ALL < ALL

MOSTgy, < ALL/MOST-OF/SOME
SOME-NOT-ALL > MOST-OF
SOME-NOT-ALL < ALL

2.2.5 Quantifier (LATE)

In the LATE condition, the target set can only be reliably disambiguated upon
hearing the color adjective, that is, in the last time window of interest. However,
I do expect differences in the quantifier window already.

Because the target set cannot be biased during the preview, upon hearing the
quantifier most-sup, the looks could be immediately directed to the largest of the
bottom sets, the blue target, while with most of and some the looks will also be
directed to the upper sets and with all to the other bottom sets. Thus, the predic-
tion is ‘MOSTgyp > ALL, MOST-OF, SOME’ in Table 1. Alternatively, the identification
of the largest set with most-sup is delayed until the color window, but given the
big set bias, I find this option unlikely.

I also expect more looks to the target with some-not-all than most of because
most of requires the estimation of the numerosity of the bottom blue set relative
to the top set (in one of the two ways in (2-3) discussed above). Additionally,
there should be fewer looks to the target with some-not-all than with all because
the set for the latter is unpartitioned. These two effects should persist in the color
window.

In the LATE condition, the some-possibly-all interpretation is not tested because
all sets are partitioned.
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2.2.6 Color + ‘balls’ (LATE)

At the point of hearing the color adjective in the LATE condition, the proportion
of looks to the target with most-sup should be lower than with other quantifiers
because now the looks are attracted to the other two color sets in order to make
the comparisons to confirm that indeed the blue set is the largest, ‘MOSTgp < ALL,
MOST-OF, SOME’. Could it be that once the largest set is identified already in the
quantifier window, participants stop making the comparisons upon hearing ‘blue’
because it matches the already identified target? I do not think so, simply because
the ‘identification of the target’ as early as the quantifier happens unconsciously,
and only when the color is heard are the participants aware of the semantics of
the full sentence, thus I expect the processing to keep going and to follow the
semantics of the superlative sentence: ‘“There are more blue balls than the balls
in any other color’. Accordingly, I expect that in the color window, comparisons
with other colors will take place.

Of all of the above, the predictions of main theoretical interest are the follow-
ing:

(i) In the EARLY condition, at the quantifier (which disambiguates the target
set) there will be fewer looks to the target with MosTgyp than MosT-OF and
ALL because the superlative semantics requires comparisons with other
color sets, MOSTgyp < MOST-OF & ALL. The looks to the target with MOsTgy,;
can serve as the baseline for establishing if the implicature of niektore
‘some’ is processed early: SOME-NOT-ALL > MOSTgyp VS. SOME-POSSIBLY-ALL
= MOSTgyp.

(i) Inthe EARLY condition, in the last region (Color + ‘balls’), with MosT-OF the
looks will either stay on the target as with soMk (if participants follow the
direct Selection procedure in (3)), SOME-NOT-ALL = MOST-OF, or there will
be fewer looks to the target (if participants need to establish the total set of
blue balls for the Subtraction procedure in (2)), SOME-NOT-ALL > MOST-OF,
MOST-OF = MOSTgyp-

(iii) In the LATE condition, at the quantifier, there should be more looks to the
target with MOsTgy, than with the other quantifiers, reflecting the immedi-
ate processing of the superlative semantics, MOSTgyp > ALL, MOST-OF, SOME.

(iv) In the LATE condition, at the disambiguation point (Color + ‘balls’), the
looks to the target with MOSTgyp should decline, MOSTgyp < all, MOST-OF,
SOME, because the semantics requires comparisons with other color sets.
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2.3 Results: Behavioral

The mean accuracy on the test conditions (i.e, EARLY and LATE that required a
Yes response) was 95%. Of the 35 participants, 30 got 97-100% correct and 3 got
less than 70% correct (54%, 58%, 65%). I kept all of the responses because I did
not aggregate the data for statistical analyses and I used the eye-movement data
only from the correct trials. I removed the extremely long outlier reaction times
(three standard deviations above the mean); those constituted 1.3% of the Yes
and No data and were equally found in all conditions and regions of interest.
The accuracy of the responses and reaction times (RTs) are plotted in Figure 6.

Accuracy for Expected Yes Reponses RTs for Expected Yes Reponses
0.999
- -
8.56 e
0.967 quantifier I’ Ll quantifier
ot
§ ® al = Z, - ® al
I 8.52
5003 A most_of % A most_of
o
2 B most_sup - B most_sup
Te~-a L some 8.48+ some
000 + +
0.87 : : - "
Early Late Early Late
condition condition

Figure 6: Accuracy and log-transformed reaction times (error bars rep-
resent standard errors)

I fitted a mixed-effects regression model of the log-transformed RTs and a
mixed effects logistic regression model of the (binary) yes/no variable in R ver-
sion 3.6.2 (R Core Team 2017) using the lme4 package version 1.1-21 Bates, Méach-
ler, et al. (2015). The p-values were obtained using model comparison and the
Satterthwaite approximation implemented in the ImerTest package (Kuznetsova
et al. 2017).

For the accuracy data, there is a significant main effect of quantifier (y* =
13.72,df = 3, p = 0.003). With ANOVA-style contrast coding, there are no differ-
ences in pairwise comparisons between the conditions. There are also no differ-
ences in pairwise comparisons when ALL is the baseline; with soME as the base-
line only most-oF is significantly different, f = 2.066,SE = 0.758,t = 2.742,p =
0.026 (including the Bonferroni correction for multiple comparisons). Summing
up, the accuracy across the conditions ranged from 87% to 99%, and participants
were significantly less accurate in the soME condition in comparison to the MOST-
oF condition. We do not see such a difference in reaction times (right panel in
Figure 6): SOME is not slower than the other conditions, which means that this
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condition was not harder, but either that people were fast and made mistakes
(which is unlikely given that MmosT-oF and MOSTgy, had similar RTs) or rather
that they believed ‘No, I did not get some of the balls in color x, I got most of
them’

The plot of the RTs in Figure 6 shows significant effects of the EARLY/LATE
condition (y? = 9.39,df = 1,p = 0.002) and Quantifier (y?> = 72.91,df =
3,p < 0.0001) and their interaction (y? = 11.62,df = 3, p = 0.009). Pairwise-
comparisons with MOSTgy, as the baseline confirm what we see in the plot: that
only the ALL condition is significantly faster (f = —0.085,SE = 0.014,t = —6.085,
p < 0.0001). This is expected given that as discussed in §2.1, ALL had the easiest
screens (since the accuracy with ALL, MOSTgy, and MOST-OF was very high, we
do not see differences due to the difficulty of the screens).

Note that while the semantics of MOST;, requires comparisons with the two
other color sets in the bottom chamber, we see that these comparison procedures
have no effect on the accuracy nor on the reaction times. This is compatible with
the predictions (as summarized in Table 1) where on the EARLY condition, looks
to the target with MoSTgyp could benefit from the big set bias in the first two time
windows with the rest of the time spent on looking at the other colors; on the
LATE condition in the quantifier window there should be more looks to the target
and then fewer in the color window than with the other quantifiers. In the next
section we will see that the predicted differences are in fact reflected in the eye
movements.

2.4 Results: Eye-movements

The pre-processing of the eye-movement data and plotting was carried out using
the VWPre package (version 1.2.2, Porretta et al. 2018). The first line in Figures
7-8 shows the plots of the proportion of looks to the target for the EARLY and
LATE conditions. The black lines mark the time windows in the audio stimulus
adjusted by 200 ms (i.e., 200 ms post the actual onset).?

I fitted generalized additive mixed models (GAMMs) using the packages mgcv
(version 1.8-31; Wood & Scheipl 2017, Wood 2017) and itsadug (version 2.3; van
Rij et al. 2020) to the eye data because a regression line is unable to capture the

200 ms was chosen following Degen & Tanenhaus (2016) because the earliest language medi-
ated fixations are at 200-250 ms after the relevant acoustic landmark that could establish a
point of disambiguation (Salverda et al. 2014) The proportion of looks for each interest area
has been converted to empirical logits because proportions are inherently bound between 0
and 1 but logits provide a transformation resulting in an unbounded measure suitable for use
in the statistical tests (Barr 2008).
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nonlinear nature of the time course data as in Figures 7-8. GAMM is a nonlinear
regression analysis which in addition to linear effects includes smooth terms
as well as random smooths to capture the random effects. Model comparisons
involve the full model, with all terms and interactions, and a nested model that
excludes the main term and the smooth term corresponding to the predictor and
the interactions with these terms (Winter & Wieling 2016, Sdskuthy 2017, Wood
2017). Because in this experiment the predictions are only about the parametric
terms (the proportion of looks to the target within a given time window) and
not about the differences between the shapes of the curves, significance testing
is based on the t-values and I only report those.

The third line in Figures 7-8 shows the model predictions for each of the time
windows without random smooths, Preview (—500-0 ms), Dostate$ “You got’ (0-
1030 ms), the quantifier (1030-2122 ms), niebieskich/zielonych/czerwonych kulek
‘blue/green/red balls’ (2122-3682 ms). The fourth line shows the model predic-
tions including the random smooths that capture the random effects of Subject,
Item and Trial. The fifth line summarizes the statistical findings showing which
of the contrasts were significant — the unpredicted significant effects are high-
lighted in grey. The non-highlighted findings match the predictions summarized
in Table 1.

In the EARLY condition, Figures 7, there is a main effect of Quantifier in each
time window (Preview: y? = 10.96,df = 9, p = 0.009; ‘You got’: y? = 105.5,df =
9,p < 0.0001; the quantifier: )(2 = 55.8,df = 9, p < 0.0001; the color window:
X% = 140.35,df = 9, p < 0.0001). Pairwise comparisons reveal the following dif-
ferences (p-values include the Bonferroni correction for multiple comparisons):

In the Preview window, there are more looks to the target with MOsTg, than
with Most-oF (f = —0.388,SE = 0.119,t = —3.268, p = 0.004) and with soME
than mosT-oF (ff = —0.389,SE = 0.107,t = —3.617, p = 0.001).

In the ‘You got” window, the proportion of looks to the target is higher with
MOSTgyp than with soMmE (f = —0.653,SE = 0.102,t = —6.382, p < 0.0001) and
than with mosT-oF (f = —1.259,SE0.111,t = —11.377,p < 0.0001), as well as
with SOME in comparison with mosT-oF (f = —0.604,SE = 0.101,# = —6.011,
p < 0.0001).

In the quantifier window, the trend is reversed and there are fewer looks to the
target with MOSTg, than with soME (f = 0.637,SE = 0.115,¢ = 5.528, p < 0.0001)
and with MosT-0OF (ff = 0.866,SE = 0.123,¢ = 7.02, p < 0.0001).

In the color adjective plus noun ‘balls’ window, there are still fewer looks to
the target with MosTgy, than with soME (f = 0.574,SE = 0.106,t = 5.436,p <
0.0001). But now there is no difference between MosTgyp and MOST-OF. There
are now fewer looks to the target with MOSTgy, than with aLL (f = 1.761,SE =
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0.166,t = 10.6, p < 0.0001). Also soME has fewer looks to the target than ALL
(B = 0.95,SE = 0.172,t = 5.533, p < 0.0001), but it has more looks to the target
than mosT-oF (f = —0.41, SE = 0.102,t = —4.003, p = 0.0002).

Strikingly, there are differences between the quantifiers already during Pre-
view and in the “You got’ window. An exploratory analysis is needed to find out
what drove the differences. Perhaps it was some property of the previous trial
such as the quantifier, the location of the target (left, center, right) or the nu-
merosities of the sets. Or perhaps this reflects the anticipation of which sentence
would best describe the display given that in the LATE condition, there are no
differences at Preview, but the differences start at “You got’ such that mosT-oF
and soME get more looks than MosTgy,.*

Crucially for the goals of the experiment, in the quantifier window the unex-
pected trends from the previous windows do not persist. Instead, I find that the
predictions have been met: with MOSTg, there were fewer looks to the target
than with soME and MmosT-0OF. This is the prediction ‘MOSTg;p < MOST-OF, ALL’ in
Table 1. (There is no significant difference between M0OsTgy, and ALL, which was
unpredicted, however, SOME is also not significantly different from ALL and it can
be seen in the plot with random effects that there is a lot of variation with ALL).

I predicted that the lower proportion of looks to the target with MosTy, than
with mosT-oF should be due the fact that its semantics requires two compar-
isons (between the target and the two color sets in the lower chamber) while
with MOST-OF one comparison is required (between the lower and upper subsets
of the partitioned set). The question was whether with soME the looks to the
target would be the same as with MOSTgy, suggesting that the processing of the
scalar implicature does not happen in the quantifier window. I find that this is
not the case: there are more looks to the target with some than with MosT;, and
SOME is no different from mosT-0F (and ArL). This result is compatible with the
prediction ‘SOME-NOT-ALL > MOSTgy, in Table 1, meaning that the scalar impli-
cature, ‘some-but-not-all’, has already been processed in the quantifier window.
I find no support for the alternative, that first the literal meaning of some, ‘some-
and-possibly-all’, is processed, ‘SOME-POSSIBLY-ALL = MOSTgy; in Table 1.

*A reviewer objects to this saying that it is unlikely that the participants would try to guess
the upcoming quantifier or were clairvoyant. But my suggestion is that the big-set bias has
consequences for the mental representation of the description of the visual scene. See Huettig
et al. (2011) for the explanation of the interaction between the visual stimuli and higher order
cognitive biases as induced by task goals and language. In the LATE condition, a salient visual
cue is absent and the looks do not diverge during Preview. In the EARLY condition, the target
set pops out and may bias some mental description of the scene, which is additionally affected
by the memory of any salient features of the previous trial.

416



Early: Proportion Looks to Target

1001 YOU_GOT
075-
(2]
0
o
o
-
S 0.50-
g
o
& | i
& Il " ||||
i Il ol
] “ | III.I |\||||| |||Ir s
025 U" ol i ||
il il
n,
0.00-

0 1000

QUANTIFIER Bl

17 Some, most, all in a visual world study

i '“'Iii

2000 3000

Time

H

i

o
.
H
“ H :
H Ly I

MOSTg,, > MOST-OF MOST,,, = ALL

SOME > MOST-OF

MOSTg,, = ALL = SOME MOSTg,, > SOME

SOME > MOST-OF
SOME = ALL

MOST,,, > MOST-OF

Quantifier (T)m

!

MOSTgy,, = ALL
MOSTyy,;, < MOST-OF

MOST,,, < SOME

SUP
SOME=ALL=MOST-OF

UE/RED/GREEN_BAL
V

—*— most_sup

—e— some

Color + ‘balls’

[

MOSTg,, < ALL

MOSTgy, = MOST-OF

MOSTg,, < SOME
SOME < ALL

SOME > MOST-OF

Figure 7: Results: EARLY condition. (1) marks disambiguation.

417



Barbara Tomaszewicz-Ozakin

It was also predicted that in the EARLY condition in the quantifier window
SOME-NOT-ALL would get more looks to the target than MOsT-OF (‘SOME-NOT-ALL
> MOST-OF’ in Table 1), but instead we find that soME is no different from MosT-
OF (‘soME = MosT-OF in Figure 7) — we do find evidence for this effect but in the
next region.

The prediction for the color adjective window was ‘SOME-NOT-ALL > MOST-OF’
if MOST-OF requires more looks between the two partitioned sets than SoME in
order to establish the total set of the balls in the target color for the Subtrac-
tion procedure, (2). I hypothesized that the proportion of looks to the target with
MOST-OF could be as low as with MOsTgyp, which is what we find (‘MOSTgyp =
MosT-OF in Figure 7). However, looking at the plots we see that the difference
between MOST-OF and SOME is rather small; there are more looks to the target
with soME at the very beginning and mostly at the end of the region. The tra-
jectory for MmosT-oOF is quite different than for MOSTgp, Where the looks diverge
between the target and the distractors. Still, the proportion of looks to the tar-
get within the whole region is as low with MosT-0OF as with MOsTg;,, which is
consistent with a higher number of processing steps involved in the Subtraction
procedure in contrast with the direct Selection procedure.

The results for the LATE condition are presented in Figure 8. In the LATE con-
dition, there are also effects of Quantifier in each time window (Preview: y? =
18.4,df = 9,p = 0.009; ‘You got’: y> = 113.12,df = 9, p < 0.0001; the quan-
tifier: y2 = 112.61,df = 9,p < 0.0001; the color window: y? = 163.25,df =
9, p < 0.0001). In contrast to the EARLY condition, in the Preview window mul-
tiple comparisons show no significant differences. In other windows pairwise
comparisons reveal the following differences (p-values include the Bonferroni
correction for multiple comparisons):

In the “You got’ window, in the LATE condition, MOSTgy; got fewer looks to the
target than all the other conditions (soME, f = 0.847,SE = 0.102,¢ = 8.321,p <
0.001, ALL, f = 2.754,SE = 0.855,¢t = 3.223, p = 0.005, MOST-OF, § = 1.274,SE =
0.108,t = 11.749, p < 0.0001). sOME received fewer looks to the target than MmosT-
OF (f§ = 0.434,SE = 0.102,t = 4.258, p < 0.0001). As in the EARLY condition, this
result is unexpected and requires an exploratory analysis.

In the quantifier window, in the LATE condition, there were more looks to the
target with MoSTgy, than with somE (f = —0.562,SE = 0.099,t = —5.688, p <
0.0001) and than with mosT-oF (f = —0.838,SE = 0.11,t = —7.606, p < 0.0001).
This is in line with the prediction ‘MOSTgyp > ALL, MOST-OF, SOME’ in Table 1 (ex-
cept that MOSTyp is not significantly different from ArLL). We also find that there
are more looks to the target with soME than with mosT-oF (f = —0.276,SE =
0.103,t = —2.685, p = 0.029), which fits the prediction ‘SOME-NOT-ALL > MOST-OF’
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in Table 1 and further indicates that with somE there is no delay in the processing
of the scalar implicature.

I predicted that the latter effect would persist in the color window, but in-
stead I find that soME was no different from mosT-oF. This could be related
to the low accuracy with some, namely, participants who accepted ‘some-not-
all’ as the description of the display (recall that I analyzed the looks with cor-
rect responses only) nevertheless compared the numerosities of the different
color sets. However, soME had significantly fewer looks to the target than ALL
(B = 1.676,SE = 0.276,t = 6.071, p < 0.0001). This effect, ‘SOME-NOT-ALL < ALL’
was predicted to occur already in the quantifier window, but we find it later.

In the color window, with MOSTgy, there were fewer looks to the target than
with the other quantifiers: soME (f = 0.642,SE = 0.097,t = 6.641, p < 0.0001),
ALL (f = 2.075,SE = 0.277,t = 7.505, p < 0.0001), and mosT-0OF (ff = 0.46,SE =
0.101,¢ = 4.536, p < 0.0001). This results is exactly as predicted: with MOSTgyp,
as the color adjective is heard the looks must be directed to the other two color
sets in order to make the comparisons to confirm that the target set is indeed the
largest.

3 Discussion and conclusions

The results of the current study contribute to the debate about the processing of
the scalar implicature of the quantifier some during visual verification (Huang &
Snedeker 2009, Grodner et al. 2010, Degen & Tanenhaus 2011, Huang & Snedeker
2011, Degen & Tanenhaus 2016) and provide novel predictions for experiments on
the processing of some in comparison with other quantifiers in languages other
than English. I find support for the claim in Spychalska (2009) that the Polish
counterpart of some, niektore, has a strong implicature — I find that the mean-
ing ‘some-not-all’ is processed immediately as the disambiguating quantifier is
heard. I compared niektore ‘some’ to wigkszos¢ ‘most of’ and najwigcej (the su-
perlative most) and wszystkie ‘all’. In the prior visual world eye-tracking studies,
some and all were compared on the basis of the theory that these two quanti-
fiers form a scale, so when some is used instead of the stronger all, the inferred
meaning is ‘some-not-all’ (Horn 1972, Levinson 1983, a.0.). However, the results
of Degen & Tanenhaus (2011, 2016) showed that whether there is a delay in the
processing of the ‘some-not-all’ meaning depends on whether the experiment
contains alternative descriptions using number terms and not just some and all
("You got some/all/two/three/four/five of the blue gumballs’). When those alter-
natives are available the processing of the ‘some-not-all’, implicature is delayed
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relative to the processing of the meaning of all. Without such alternatives, some
is not delayed relative to all

In the current experiment, adopting the gumball paradigm of Degen & Tanen-
haus (2011, 2016) alternative descriptions of the visual scene contained the quan-
tifiers most of and the superlative most (most-sup) because (i) they allowed for
more specific predictions about the time course of the looks to the target than
just a comparison with all, and (ii) two alternative strategies for most of could be
tested. Specifically, the semantics of the superlative most requires comparisons
between the target color set and the two other colors in the lower chambers of the
ball machine, which I expected to elicit a distinctive pattern of looks that would
serve as the baseline for statistical comparisons (the displays were identical for
some, most of and most-sup, but they had to be different for all). As in the study
of Degen & Tanenhaus (2016) the quantifiers were compared with two types of
displays, EARLY and LATE (Figures 4-5 in §2.2). In the EARLY condition, the quanti-
fier in the stimulus sentence (‘You got some/all/most of/the most blue/red/green
balls’) disambiguated which set of the three sets of balls in the bottom chambers
was the target. In the LATE condition, the target was identifiable only when the
color adjective was heard.

In the EARLY condition, the results showed no delay for the Polish counterpart
of some as compared to all and most of; as well as a higher proportion of looks to
the target than with most-sup. I considered two alternatives in the predictions.
On the one hand, if the ‘some-not-all’ meaning was processed early (at the point
of hearing the quantifier), the identification of the target set should be just as
easy as with all, given that the target set was partitioned and as such stood out
already during the preview. If, on the other hand, the ‘some-possibly-all’ meaning
was processed first, the looks should be first directed to the unpartitioned sets as
with most-sup. The results show support for the first option: the ‘some-not-all’
meaning is processed early. In the LATE condition, I also find evidence for the
‘some-not-all’ interpretation in comparison with all and most of.

The second novel finding concerns the semantics of the majority quantifier
most of. Pietroski et al. (2009) and Lidz et al. (2011) propose that the verification
of sentences like “You got most of the blue balls’ involves a procedure of subtrac-
tion (schematized in (2) vs. (3) in §2.2). This procedure requires multiple steps:
estimate the superset (the blue balls remaining in the top chamber and the blue
balls in the bottom chamber), estimate the target set (the blue balls in the bottom
chamber), subtract and compare the result with the target. Subtraction involves
more steps than direct comparison of two sets (3 in §2.2), so my hypothesis was
that I should find fewer looks to the target in the quantifier and color windows
because of the continuing looks to the top blue set in order to establish the total
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set. Indeed, in the color window there were significantly fewer looks to the target
than with both some and all; the proportion of looks was as low as in the most-sup
condition. The low proportion of looks with most-sup can be directly linked to
the superlative semantics requiring comparisons with the other color sets. most
of could be verified by merely comparing the top and bottom numerosities of
the partitioned set, but this simple comparison would have elicited a similar pro-
portion of looks to the target as with some. The profiles of eye-movements with
some and most of looked similar but the proportion of looks to the target was
lower with most of than with some. In the LATE condition I also predicted fewer
looks to the target with most of than with some in both the quantifier and color
windows, and this effect was observed in the quantifier window.

The fact that the pattern of looks with most of is compatible with the sub-
traction procedure and not with the more efficient direct comparison procedure
supports the hypothesis in Pietroski et al. (2009) and Lidz et al. (2011) that the
mind follows the “instructions” encoded in the lexical representation of quanti-
fier meanings. They argue that lexical semantics interfaces with the cognitive
system, which means that lexical meanings require more fine grained distinc-
tions than just truth-conditions. The present experiment showing that with the
same display there are distinctive patterns of looks for the three Polish quanti-
fiers some, most of and the most supports the idea that lexical semantics provides
direct instructions to visual cognition processes.

Abbreviations

1 first person PAST past tense
2 second person SG singular
cor copula sup  superlative
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