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This chapter looks at the opportunities and perspectives that LFG offers for the study of language change, surveying existing LFG approaches within historical linguistics and providing examples of sample phenomena. We discuss how reanalysis, a major driver of language change, can be accounted for elegantly within LFG’s parallel architecture thanks to its crucial separation of form from function and, moreover, how different types of reanalysis can be understood, whether they involve rebracketing, recategorization, or changes at the lexical level commonly discussed in terms of grammaticalization. As we also discuss, LFG’s fundamental design principles and resulting flexibility of c-structure allow for complex, nuanced accounts of word order change. Furthermore, we survey the opportunities that LFG offers for exploring the complex relationship between variation and change, and in particular frequency effects and gradual change which proceeds via competition. Finally, we signpost future possibilities for work in this relatively underexplored but promising area.

1 Introduction

This discussion of historical linguistic work in LFG builds on two previous meta-discussions.1 One is Vincent’s (2001) wide-ranging and satisfyingly deep, comparative look at the possibilities which LFG’s particular projection architecture

---

1 An additional discussion of previous diachronic LFG accounts relating specifically to the history of English is Allen (2012).
and its combination of both functionalist and generative perspectives offer for an analysis of various different types of language change. The other is a recent handbook article by Börjars & Vincent (2017), which offers more detail on c-structural analyses of language change in several Germanic languages that have emerged since the seminal *Time Over Matter* book. The *Time Over Matter* book (Butt & King 2001) represents the first collection of historical linguistic work within LFG, in which Vincent’s (2001) contribution represents more of a position paper than a mere introduction to a collected volume.

In this chapter, we provide a discussion of architectural issues and perspectives on language change in Section 2. However, our intention is not to reproduce the in-depth discussions already found in Vincent (2001) and Börjars & Vincent (2017), so we keep this section comparatively brief and proceed on to discussing examples of lexical and functional change in Section 3. This includes phenomena generally dealt with under the rubric of “grammaticalization”, but also an understanding of complex predication, passives and case. Section 4 provides a discussion of language change at c-structure, which includes “growing” functional categories, understanding changes in word order and the syntactic configuration of a language and the development of mixed categories. Finally, we address the possibilities for modelling the complex relationship between variation and change within LFG in Section 5.

2 The LFG Architecture and mechanisms of language change

As Vincent (2001) and Börjars & Vincent (2017) point out, LFG is like most theories in the generative tradition in that it was not specifically designed with diachrony in mind. There is no paper tackling language change in the landmark Bresnan (1982) volume. Serious historical work within LFG mainly began in the 1990s, with an early exception represented by Allen (1986): see Section 3.2. However, as demonstrated by Vincent (2001), LFG’s fundamental design principles and its parallel projections are particularly well-suited to modelling diachronic change (see also the discussion of paradigms in Börjars et al. 1997).

In their textbook on language change, Harris & Campbell (1995) articulate a position whereby reanalysis, along with extension and borrowing, is seen as a key mechanism of language change. Reanalysis in their terms covers quite a broad range of phenomena, involving morphophonological and morphosyntactic
A relevant touchstone here is Langacker’s (1977: 59) classic definition of reanalysis, which Vincent (2001: 11) notes is most useful in an LFG setting, namely that reanalysis concerns “[a] change in the structure of an expression or class of expressions that does not involve any immediate or intrinsic modification of its surface manifestation”. Because LFG does not conflate syntactic position and syntactic functions and, thus, by extension, is able to cleanly separate out surface appearance (at c-structure) from functional and semantic import (at f-structure, a(rgument)-structure and s(semantic)-structure), it is particularly well-suited to help understand different types of reanalysis, whether they concern simple syntactic rebracketing, morphosyntactic change of the type where a dative argument or object is reanalyzed as a subject (Allen 1995; Schätzle 2018), the rise of a recipient passive (Allen 1995, 2001) or the development of complex predication (Börjars & Vincent 2017). Other changes may involve the reanalysis of one syntactic category as another (Börjars & Burridge 2011), also leading to the existence of mixed category phenomena (Nikitina 2008), for example, again with attendant functional changes. Van Gelderen (2011) discusses such diachronic developments in terms of “Linguistic Cycles” and works with changes in feature specifications that are attached to lexical items and categories. The analyses are couched within Minimalism and work with a very restricted set of features — we would argue that LFG is much better poised to account for changes in feature systems in relation to phrase structure (see Section 4.1).

Cases of classic reanalysis at a lexical level, many of which have been prominently discussed as instances of grammaticalization (Hopper & Traugott 2003; Narrog & Heine 2017, but also see Roberts & Roussou 2003 within Minimalism) are also easily modelled and predicted by an architecture which separates surface syntactic form (c-structure) from function (f-structure). As we discuss in Section 3.1, a verb can retain its surface form but begin functioning as a perception raising verb, an auxiliary or a light verb (Barron 2001; Butt & Lahiri 2013). Over time, these functional changes may also result in a change in the surface form of the relevant item – typically some kind of morphophonological reduction, but also changes in the paradigmatic behaviour. The design of the LFG architecture allows for this associated process to be captured distinctly from the actual strict process of reanalysis as per Langacker’s definition. In fact, it can also predict which types of functional and semantic elements are more prone to change than other changes.\(^2\) While phonological change has been overall a central topic in historical linguistics, the focus in this chapter is on morphosyntactic change, reflecting the centrality of syntax in the LFG architecture and the fact that diachronic work within LFG has focused on morphosyntax. A natural framework to work within from an LFG perspective with respect to sound change would be Lexical Phonology (Kiparsky 1982a,b; Mohanan 1986), for example as in Lahiri (2000a).

\(^2\) While phonological change has been overall a central topic in historical linguistics, the focus in this chapter is on morphosyntactic change, reflecting the centrality of syntax in the LFG architecture and the fact that diachronic work within LFG has focused on morphosyntax. A natural framework to work within from an LFG perspective with respect to sound change would be Lexical Phonology (Kiparsky 1982a,b; Mohanan 1986), for example as in Lahiri (2000a).
others and in what way. For instance, in terms of lexical or semantic bleaching one would predict that a verb loses its predicational power (the PRED feature) at f-structure, but retains certain functional information. Or, with respect to originally spatial terms being drawn into the case-marking system of a language, one can imagine working with underspecification and/or the loss of particular features characterizing the spatial terms, e.g., the PLACE and/or PATH specifications (Ahmed Khan 2009).

On the other hand, some instances of language change concern changes at the c-structural level, without necessarily resulting in attendant functional change. Examples are changes with respect to word order and constituent structure such as those found in Germanic and Romance languages, where a previously freer distribution and “discourse-configurational” organization (É. Kiss 1995) yields to a system where grammatical relations are increasingly licensed by position (Kiparsky 1995, 1997; Hinterhölzl & Petrova 2010; Luraghi 2010; Ledgeway 2012; Ponti & Luraghi 2018; Booth et al. 2017; Booth & Schätzle 2019; Booth & Beck 2021). Given that LFG’s c-structure represents actual linear order, constituency and hierarchical relations, is not dogmatic about binary branching, and allows for endocentric as well exocentric phrasal organization, there are several parameters across which languages would be expected to vary and change and they indeed do. Thus, the common trend for languages to shift over time from a freer word order to a more fixed word order can be captured in terms of the development of an increasingly endocentric c-structure, as we discuss in Section 4.3. In such a scenario, the mappings between c-structure and f-structure will necessarily change, fed by the changing positions licensed at c-structure, as typically manifested in the changing realization of grammatical relations, as we discuss in Section 4.5.

Of course, most instances of language change do not involve just one change within one module of grammar (i.e. c-structure or f-structure), but are more complex. Given the inherently interactional nature of language change, certain changes which initially occur at c-structure may in turn feed changes at f-structure, and vice versa. In this sense, keeping surface form, syntactic categorization and functional information apart as in the LFG architecture allows one to neatly model the step-wise nature of such developments. Vincent (2001) notes that one of the most complex series of changes he has seen analyzed is that presented by Simpson (2001) on the grammaticalization of associated path in Warlpiri (see Section 3). Indeed, as Vincent (2001) also points out, another consequence of the complex interactional architecture of LFG is that an LFG perspective on language change does not expect abrupt, cataclysmic shifts in grammar as proposed in the influential work by Lightfoot (1979, 1991, 1997), for example. Rather, it is expected
that a series of small changes, many of them at the lexical level, will combine together and gradually, over time and with attendant variation in usage, will result in a major structural change. This is what is argued for with respect to the introduction of ergativity in Indo-Aryan by Butt & Ahmed Khan (2011), for example (cf. also Traugott & Trousdale (2010) for an overview discussion).

Indeed, variation as an inherent property of language has been closely linked to language change in a strong tradition of work (e.g., Kroch 1989, 2001; Labov 1994; Pintzuk 2003). However, this empirical fact generally presents a challenge for generative frameworks, which did not originally feature gradience or stochastic variation as part of their basic design principles. One proposed architectural solution here has been in terms of Optimality Theory (Kager 1999), in particular stochastic Optimality Theory (Boersma & Hayes 2001). As we discuss in Section 5, this avenue has also been explored within LFG as a way to model gradual syntactic change via competing variants (Clark 2004), using OT-LFG (see Kuhn forthcoming [this volume]).

Having briefly surveyed the explanatory potential of LFG with respect to diachronic change via a set of examples in this section, we delve into the issues and phenomena more deeply in the next sections, also involving other parts of LFG’s projection architecture, most prominently a(rgument)-structure.

3 Lexical and functional change

We begin by discussing examples of lexical and functional change in Section 3.1, many of which have been analyzed as instances of grammaticalization. We then move on to more complex series of changes which involve a restructuring of the mapping relationship between semantic arguments (a-structure) and grammatical relations (f-structure) in Section 3.2.

3.1 Grammaticalization

The original characterization of the idea behind grammaticalization goes back to Meillet (1912: 131), who defines it as: “l’attribution du caractère grammatical à un mot jadis autonome [the attribution of a grammatical value to a formerly autonomous word]” (Vincent & Börjars 2020: 134). Essentially, this is a process by which an item with lexical content becomes reanalyzed as a functional element (Bybee et al. 1994). Recent decades have seen a substantial body of work on grammaticalization phenomena, where grammaticalization has been treated both as a grammatical framework (e.g., Lehmann 1985; Hopper & Traugott 2003)
and as a pre-theoretical notion which is to be formalized via the tools and concepts available within a particular framework (e.g., Campbell 2000; Newmeyer 2000; Roberts & Roussou 2003; van Gelderen 2011). LFG belongs in the latter class: it sees grammaticalization as a pre-theoretical concept which describes certain observed historical changes that are to be modelled via the formal tool-kit and assumptions available as part of the projection architecture.

The progression from lexical to functional is typically not accomplished in one fell swoop, but consists of the combined effects of a number of individual changes (see, e.g., the various papers in Traugott & Trousdale 2010). The grammaticalization literature proposes that change progresses along a cline, for example as shown in (1) for a crosslinguistically well-established change in which auxiliaries, clitics and finally affixes develop from an originally contentful lexical verb. This change is also generally associated with the concept of “semantic bleaching”, by which the item undergoes the gradual loss of semantic content until the formerly lexical content word is reanalyzed as a functional element.

(1) full verb > (vector verb) > auxiliary > clitic > affix

Typical Grammaticalization Cline (Hopper & Traugott 2003: 108)

Note that the cline represents a mixture of surface and functional changes (form and function): the change from a main (full) verb to auxiliary mainly revolves around a change in function, while the change from auxiliary to clitic/affix is very prominently a change in surface form. Given that LFG very clearly differentiates between form (c-structure) and function (f-structure), it seems particularly perspicuous to address issues of grammaticalization from the perspective of LFG, as we aim to illustrate in this section.

The category vector verb in the cline in (1) was introduced specifically for instances of light verb formation in Indo-Aryan (Hook 1991) and this has been taken up in discussions within LFG by Butt & Lahiri (2013), who argue that light verbs should not be placed on a grammaticalization cline, but are diachronically stable. Butt and Lahiri contrast the diachronic evidence available for Indo-Aryan light verbs with that of auxiliary formation and show that these two categories exhibit very different diachronic behaviour. Light verbs show no signs of morphophonological surface changes or further functional changes which often follow a categorial reanalysis in instances of grammaticalization. However, auxiliaries do. This is illustrated in (2) for the Bengali verb ‘be’ and in (3) for the Urdu verb ‘go’.

In Bengali the verb ɑʧʰ ‘be’ can function as a full verb (2a), but also as a light verb (2b), in which case it is always form-identical to the main verb. On the other hand, the same verb ‘be’ has given rise to new verbal paradigms whereby the perfect is realized via a cliticized version of a former auxiliary version of ɑʧʰ ‘be’ (2c)
and the progressive shows a fully affixal version (2d). The cliticized and affixal versions of a former auxiliary are as expected/predicted by the grammaticalization cline in (1).

(2) Bengali

a. ɑmi bʰɑlo ɑʧʰi
   L.NOM well be.PRES.1
   ‘I am well.’                      Main Verb

b. amar mone ɑʧʰe
   L.GEN mind.LOC be.PRES.3
   ‘I remember.’                    Light Verb

c. rɑm ŋitʰi pe-(y)e=ʧʰ-ilо
   Ram.NOM letter.NOM receive-perf=be-PAST.3
   ‘Ram had received letters.’      Clitic

d. rɑm ŋitʰi pɑ-ʧʧʰ-ilо
   Ram.NOM letter.NOM receive-be-PAST.3
   ‘Ram was receiving letters.’     Affix

Similarly, the verb ʤa ‘go’ in Urdu/Hindi has a light verb use (3b) that is always form-identical to its main verb use (3a). When the surface form of the main verb changes due to language change, the light verb version mirrors this change. On the other hand, the auxiliary version of ‘go’ that furnished the basis for the innovated future morpheme in Urdu/Hindi went through a clitic phase (3c) and is now an affix whose surface form is -g-, as in (3d).

(3) Urdu/Hindi

a. mɛ̃ gɑ-ya
   L.NOM go-perf.m.sg
   ‘I went.’                           Main Verb

b. bɑʧʧa gɪr gɑ-ya
   child.M.NOM fall go-perf.m.sg
   ‘The child fell (down).’            Light Verb

c. kɑh-ũ=hi=ga
   say-1.sg-emph-fut.m.sg
   ‘I will say (it), of course.’      Clitic
   (Kellogg 1893: s399)

³For a full analysis of the morphophonological changes that led to the formation of new verbal paradigms in Bengali, see Lahiri (2000b).
Butt and Lahiri focus on developing a theory as to why light verbs should be diachronically stable, proposing an underspecified approach to the deployment of lexical semantic information by which light verbs are inextricably linked to their full verb versions via a single underlying entry, see (4). When deployed as a light verb, they require combination with another predicational element, with which they form a complex predicate.

(4)

The diachronic path of change from verb to auxiliary to clitic and potentially an affix is assumed to be based on the main verb version. Along with other work on grammaticalization in LFG, Butt and Lahiri assume that grammaticalization primarily involves a loss or difference in functional information at f-structure, while the surface form is initially held constant. That is, the difference between a main verb use of ‘go’ and an auxiliary use of ‘go’ would be expressed in terms of a difference in functional information associated with the respective lexical entries. In the illustrative main verb entry (V) in (5a) vs. the auxiliary version (I) in (5b) one major difference in functional information involves the loss of the predicational power of the verb in terms of its PRED function. This then also instantiates the “semantic bleaching” generally observed in the grammaticalization process.

(5)  

Thus, in the main verb use, the verb ‘go’ subcategorizes for a SUBJ and an XCOMP. In the auxiliary use that develops over time, this information is absent and is instead replaced by a futurate use of the verb. As such, the auxiliary version then merely provides tense information to an overall predication. That is, grammaticalization primarily involves a change in the functional information associated with an item. This functional change then engenders further changes, such as the reanalysis of the syntactic category of the item (from V to I) and
possible ensuing changes in the morphophonological realization of the item due to its new functional status, so that the item eventually develops into an affix (typically via a clitic stage), as illustrated for Bengali and Urdu/Hindi in (2) and (3) above.

Grammaticalization does not tend to occur in one sudden step, but happens gradually over time and tends to involve several intermediate steps. It also does not take place randomly, but is generally motivated by a semantic reinterpretation of a given configuration (e.g., ‘goes to go’ → ‘go.fut’). This type of semantically motivated change is also discussed in a recent paper by Börjars & Vincent (2019) with respect to Germanic *will* verbs. Börjars & Vincent (2019) propose an LFG analysis of how an original verb of desire (‘want’) undergoes change to a verb of intention and further to prediction, giving rise to a new modal in some languages and a futurate auxiliary in others. This semantic change goes hand in hand with a change in functional information (e.g., from a control to a raising verb) and a concomitant reanalysis at c-structure.

Similarly, Camilleri & Sadler (2018, 2020) postulate a total of four separate steps in the formation of a progressive auxiliary from a main verb meaning ‘sit’ in Arabic. Unlike Butt and Lahiri and Börjars and Vincent, who work with diachronic data, but in keeping with many studies on grammaticalization, the evidence Camillieri and Sadler adduce is mainly from synchronic variation found in dialects of Arabic, which are taken to be indicative of stages of diachronic development.

Camillieri and Sadler associate the origin of the progressive auxiliary in Arabic with constructions in which the posture verb ‘sit’ is used together with an adjunct clause, as in (6). The verb ‘sit’ is considered to be a V that projects a VP and this is modified by a VP adjunct. The corresponding (simplified) f-structure analysis is given in (7).

(6) Wādi Ramm Jordanian Arabic
(Almashaqba 2015, cited by Camilleri & Sadler 2020: 24)
lagê-ta-h \quad gâšî’d \quad ya-smâf \quad al-giṣidah
find.PFV-1SG-3.SG.M.ACC sit.ACT.PTCP.SG.M 3M-hear.1PFV.SG DEF-poem
‘I found him sitting down listening to the poem.’

\footnote{Note that the f-structure in (7) differs from the original one in Camilleri & Sadler (2020: 26) in that we have rendered the XADJ as a set containing one element, which is what is described in Camilleri & Sadler (2020: 26), but not represented in their f-structure.}
In a second stage this optional modifying XADJ is reanalyzed as an obligatory clausal complement of the posture verb ‘sit’, as shown in the f-structure in (9) for the attendant example in (8).

(8) Kuwaiti Arabic (Camilleri & Sadler 2020: 28)
layla gāʿd-a ta-dris
Layla sit.ACT.PTCP-SG.F 3F-study.IPFV.SG
‘Layla is (sitting) studying.’

(9)

This use of ‘sit’ in combination with a clausal argument is in turn reanalyzed as signaling durational, stative semantics, abstracting away from the original postural, locational meaning. Once the step from a concrete postural meaning to an aspectual meaning dimension is made, the verb is assumed to lose its predicational power in terms of the PRED feature and to only contribute the durational aspectual information to the clause, resulting finally in an innovated progressive marker (cf. Deo (2015) for more discussion and evidence of this type of crosslinguistically attested language change). An example is shown in (10) with a corresponding f-structure analysis in (11). Under Camillieri and Sadler’s analysis the syntactic category of ‘sit’ itself is not reanalyzed; it merely no longer projects a VP of its own, but functions as a co-head with the formerly embedded verb, as shown in (12).

(10) Kuwaiti Arabic (Camilleri & Sadler 2020: 30)
gāʿd-a t-niṭṭ
PROG-SG.F 3F-jump.IMPFV.SG
‘She is jumping.’
The change by which an adjunct is reanalyzed over time as a core argument of a verb has also been argued to play a role in Latin in the innovation of raising predicates such as ‘seem’ from verbs of perception such as ‘see’ (Barron 2001) and the grammaticalization of associated path in the Australian languages Warlpiri and Warumungu (Simpson 2001). It also plays a role in the spread of dative subjects in Icelandic, as argued for by Schätzle (2018) and discussed in Butt forthcoming [this volume], as well as in Section 3.2 below.

Barron (2001) provides a theoretically sophisticated account for the development of Latin *videri* ‘seem’ from the perception verb *videre* ‘see’. The general idea is that the epistemic raising verb develops from a passivized version of *videre* in situations where there is a small clause (secondary predication), such as ‘Laelius was seen as an ideal person.’ This was reinterpreted as ‘Laelius seemed an ideal person’ and over time was generally concomitantly structurally reanalyzed as a raising predicate. The analysis is complex and involves changes at the semantic level which translate into functional changes at f-structure.

Another level of complexity is added by Simpson’s (2001) account of associated path in Warlpiri and Warumungu. The puzzle she addresses is how the path expressions (‘thither’ vs. ‘hither’) in (13) came to be grammaticalized as morphemes on a verb, given that the languages generally allow for free word order. She assumes that at some point there must have been a stage in which the path expressions were preferentially placed just after the verbs and that this preferential word order then paved the way for grammaticalization along the cline in (1).
(13) Warumungu (Simpson 2001: 174)

a. Juku-nturrarni=angi angkinyi kina ngurraji kina?
carry-THITHER.PAST=2s your to camp to
‘Did you take it to your home?’

b. Juku-ntukarni=ajjul ngurraji kina.
carry-HITHER.PAST=3s camp to
‘They (more than two) brought it here to camp.’

Again, the change is conceived of as a complex chain of reanalyses. The original construction is taken to be one in which a clause like ‘I went to camp’ is modified by a clausal adjunct, for example: ‘after yam digging’. This adjunct was then preferentially realized clause-initially: ‘after yam digging, (I) went to camp’, thus placing the verbs next to one another in certain situations. This adjacent placement of the verbs is thought to have triggered clause unification, yielding a monoclausal structure in which the former verb of motion is eventually reanalyzed as a morpheme expressing the associated path of the event. We thus have a preferential word order opening the way for a semantic, then syntactic and concomitant functional reanalysis of an original verb into a bound morpheme.

For further discussions and examples of grammaticalization approaches within LFG, also contextualized in terms of comparison of approaches across theories, see Vincent & Börjars (2020). We discuss some aspects of their paper in more detail in Section 4.1, since some of the case studies involve a reanalysis of syntactic categories with attendant “mixed” effects. We return to grammaticalization in Section 4.3 in the context of c-structural change. Before turning to these topics, we discuss instances of language change which primarily involve a change in the linking configuration between semantic arguments and grammatical relations in Section 3.2.

3.2 Arguments and linking

In the previous section on grammaticalization we discussed phenomena of language change that involved a number of different dimensions. In this section, we focus on changes that are primarily concerned with reconfigurations in the linking between semantic arguments and grammatical relations. Work that addresses these kinds of specific changes within LFG is: Allen (1986, 1995); Kibort & Maling (2015); Schätzle (2018) and Beck & Butt (2021).
3.2.1 Experiencer verbs

As mentioned above, a very early application of LFG to diachronic change is Allen (1986), who considers the verb *like* in the history of English. This verb can be analyzed as having an Experiencer (the liker) and a Cause (the cause of liking).\(^5\) Such verbs are interesting diachronically because they show a change in the correspondence between semantic arguments (experiencer, cause) and grammatical relations. In Old English the experiencer argument has the positional and morphological properties of an object, e.g., (14a), but is uncontroversially a subject in Present-day English, e.g., (14b).\(^6\)

(14)  

a. Old English (Jespersen 1927, as cited in Allen 1986: 376)

\[\text{Dam cynge licodon peran the.DAT king.DAT liked.PL pears}\]

‘Pears were pleasing to the king’

b. ‘He liked pears.’

Based on detailed investigations of the historical data, Allen (1986) challenges the traditional account for this change (e.g., Jespersen 1927; Lightfoot 1979, 1981), which casts it in terms of a reanalysis of preverbal object experiencers as subjects, as a direct consequence of the loss of case-marking and the fixing of SVO word order. As Allen (1986) points out, there are various problems for this account, including the fact that the OVS order required as a source for the reanalysis is relatively rare with the verb *like*, and because of chronological issues concerning the link with the loss of case-marking. Moreover, the data indicates that the change proceeded gradually, with subject and object experiencers coexisting alongside one another for several centuries over the course of Middle English and Early Modern English, which is not compatible with a “catastrophic” reanalysis account as proposed by Lightfoot, for example.

In light of these observations, Allen (1986) puts forward an alternative account, which involves a gradual change in the mapping correspondences between semantic arguments and grammatical functions, modelled in terms of the introduction and gradual favouring of a new lexical subcategorization frame, employing an early LFG approach to this type of mapping. The new subcategorization frame with a dative-marked subject experiencer, shown here in (15b), is already available in Old English for the verb *lician* ‘like’, but sits alongside and is less common

---

\(^5\) Alternatively, this semantic role has been referred to as stimulus or theme, as in, e.g., later work by Allen (1995).

\(^6\) As has been pointed out (Denison 1993: 81), the original example from Jespersen in (14a) is invented and represents a pattern which is in fact rather rare.
than the older frame in (15a) where the dative-marked experiencer maps to object.

(15) a. Older frame (adapted from Allen 1986: 388):
   lician V pred ‘lician < (obj) (sbj) ’
   (↑OBJ CASE) = DAT
   (↑SBJ CASE) = NOM

   b. Newer frame (adapted from Allen 1986: 394):
   lician V pred ‘lician < (obj) (sbj) ’
   (↑SBJ CASE) = DAT
   (↑OBJ CASE) = NOM

According to Allen (1986), the gradual favouring of the correspondences in (15b) coincides with changes concerning the assignment of case-marking, specifically a shift from a system where case is lexically assigned to one in which it is structurally assigned on the basis of grammatical relations. Structural case-marking for objects is introduced in the early thirteenth century according to Allen and specification of case-marking for the experiencer subject is optional as of the mid-fourteenth century. Under pressure towards consistent structural case assignment, all lexically determined case-marking is finally lost, subjects are consistently nominative-marked and the frame for allowing object experiencers in (15a) is no longer available.

Allen (1995) develops this account of experiencer verbs in the history of English further in terms of Lexical Mapping Theory (e.g., Bresnan & Kanerva 1989, cf. Butt forthcoming [this volume] and Findlay & Kibort forthcoming [this volume]), discussing a wider range of data and additional changes including the rise of the recipient passive, which we discuss in Section 4.5. In particular, she demonstrates that lexical semantic factors, rather than loss of case-marking drives the change with respect to experiencer verbs, and that this can be elegantly modelled with LFG’s richly articulated lexicon and Lexical Mapping Theory.

3.2.2 Passives and impersonals

Kibort & Maling (2015) address the innovation of a new impersonal construction in Icelandic which they argue has emerged as a syntactically active construction via reanalysis of an impersonal passive with passive morphology. The new construction is thought to have been emerging approximately over the last fifty years (Thráinsson 2007) and has prompted a good deal of debate concerning what the
precise analysis should be (Maling & Sigurjónsdóttir 2002; Eythórsson 2008; Jónsson 2009). Maling & Sigurjónsdóttir (2002) show that this is currently a change in progress and that speakers of Icelandic show variation in the interpretation of examples such as (16): some interpret it as an impersonal passive (Reading A), others as an active transitive with a [+human] agentive PRO subject (Reading B). Such variation is expected when there is a change in progress, as we discuss further in Section 5.

(16) Icelandic

Loks var fundið stelpuna eftir mikla leit.
finally was found. N.SG girl. the. F.ACC after great search

Reading A: ‘The girl was finally found after a long search.’
Reading B: ‘They finally found the girl after a long search.’

Kibort & Maling (2015) argue that this variation and change arises when a former impersonal passive with passive morphology is reanalyzed as an active form. They argue for a series of step-wise changes, beginning with the potential for the linking configurations of an impersonal passive and a regular passive being confused with one another when the OBL_{θ} agent argument of the passive is left unexpressed, as is often the case in Icelandic language use. This means that a regular passive on the surface often looks very much like an impersonal passive, where there is a covert PRO SUBJ, as illustrated in (17) for transitive verbs (adapted from Kibort & Maling 2015). 7

(17) a. \( \text{verb}_{\text{passive}} < \text{arg}_1 \quad \text{arg}_2 > \)
\( \begin{align*}
&[-o] \quad [-r] \\
&[+r] \\
&\text{(OBL}_{\theta} \text{)} \quad \text{SUBJ}
\end{align*} \)

b. \( \text{verb}_{\text{impers}_{-}\text{passive}} < \text{arg}_1 \quad \text{arg}_2 > \)
\( \begin{align*}
&[-o] \quad [-r] \\
&[+r] \\
&\text{PRO}_{\text{impers}} \quad \text{SUBJ}
\end{align*} \)

7In the version of Mapping Theory which Kibort & Maling (2015) employ, argument positions (\( \text{arg}_1, \text{arg}_2 \) etc.) are separated out from semantic participants and the thematic roles they instantiate. Here, for ease of exposition, and because this separation is not relevant for the changes discussed, we just represent the argument positions.
Kibort & Maling (2015) assume Kibort’s version of Mapping Theory (Kibort 2013, 2014) by which argument slots and types are defined via an overall template allowing for specific types or argument slots, shown above as ‘arg\(_1\)’, ‘arg\(_2\)’ in the case of transitives. The linking between arguments and grammatical relations is accomplished via the [±\(r,o\)] features of LFG’s standard Mapping Theory. See Findlay & Kibort forthcoming [this volume] for a detailed exposition on Kibort’s Mapping Theory, also cf. Butt forthcoming [this volume]. Maling and Kibort discuss several different paths of change that are predicted as possible within their assumptions as to Mapping Theory and draw on additional examples from Slavic as well as Mayan to illustrate the possible changes.

With respect to Icelandic, they propose that “non-promotional” versions of the passive opened the way for a reanalysis of the impersonal passive as an impersonal active. In these non-promotional passives, the patient/theme argument of transitives is not “promoted” and realized as a \(\text{SUBJ}\), as is usually the case under passivization. Instead, it is realized as an \(\text{OBJ}\) in examples such as (16) (as indicated by the accusative marking on ‘girl’ in (16)). The configuration for the non-promotional passive is shown in (18a). This configuration is in turn very close to that of an active impersonal in which there is a \(\text{PRO_\text{SUBJ}}\) and so that is what it is reanalyzed as, see (18b).

\[(18)\]
\[
a. \quad \text{verb}_{\text{passive}_\text{obj}} < \quad \text{arg}_1 \quad \text{arg}_2 \quad > \\
\quad \begin{array}{ll}
\quad \begin{array}{ll}
\quad [-o] \quad [-r] \\
\quad [+r] \\
\quad (\text{OBL}_\emptyset) \quad \text{OBJ}
\quad \end{array}
\quad \end{array}
\]

\[
b. \quad \text{verb}_{\text{impers}_\text{active}} < \quad \text{arg}_1 \quad \text{arg}_2 \quad > \\
\quad \begin{array}{ll}
\quad \begin{array}{ll}
\quad [-o] [-r] \quad [-r] \\
\quad \text{PRO}_{\text{impers}} \quad \text{OBJ}
\quad \end{array}
\quad \end{array}
\]

Thus, a series of reanalyses that initially arose out of ambiguous surface structures are seen to lead to an overall diachronic reanalysis in which an originally passive construction is reinterpreted as a transitive, syntactically active impersonal with a \(\text{PRO_\text{SUBJ}}\) and an \(\text{OBJ}\), as illustrated in (18). This reanalysis was enabled by the variation in interpretation that arose from the ambiguous surface structures. Note that under this scenario, the verb does not change, nor does the passive morphology. The surface realization remains the same. What changes
is the mapping or linking between arguments of the verb and the grammatical relations.

3.2.3 Dative subjects

Another example of a change involving only the linking configuration between semantic arguments and grammatical relations is the rise and spread of dative subjects in Icelandic and Indo-Aryan. Dative subjects were innovated as part of diachronic developments in New Indo-Aryan (NIA) from about 1100 CE onwards. Icelandic dative subjects can be traced back to the earliest documented stages of the language, but these only go back to 1150 CE, about the same time as the new case marking systems of the NIA cousins were developing.

Schätzle (2018) analyzes diachronic data from Icelandic and finds that dative subjects in Icelandic have increased over time. Besides the well-documented process of “dative sickness” or “dative substitution” (Smith 1996; Jónsson 2003; Barðdal 2011), by which accusative experiencer subjects are systematically replaced by datives, Schätzle finds that dative subjects arise via originally middle forms of verbs of searching or perception to give rise to lexicalizations of experiencer predicates which take a dative subject. As in the example of Latin raising verbs (Barron 2001) and the Arabic progressive (Camilleri & Sadler 2020), Schätzle identifies an intermediate stage involving secondary predication as an important step in the series of reanalyses that take place. We do not provide Icelandic examples and details of Schätzle’s analysis here; the interested reader is referred to Butt forthcoming [this volume] for a summary and examples.

Schätzle works out a theory of Linking or Mapping that is based on Kibort (2013, 2014), but that crucially integrates an event-based approach. She includes a notion of subevental participants that draws on Ramchand’s (2008) tripartite view of events. She further introduces a way of determining relative argument prominence by including a notion of Figure vs. Ground (Talmy 1978), as well as information on Proto-Role properties (Dowty 1991) as suggested by Zaenen (1993) for LFG. The resulting linking system is complex, but it does justice to the complex interface between morphosyntax and lexical and clausal semantics that is involved in the relationship between semantic roles, event semantics and the realization of grammatical relations.

Beck & Butt (2021) refine Schätzle’s framework and address dative subjects in both Icelandic and Indo-Aryan. The general linking schema they assume is shown in (19). As can be seen, a maximum of four argument slots are assumed. This number derives from the maximum of four subevental parts identified by Ramchand: 1) the init(iation) subevent, which requires an initiator (or agent) of
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the event; 2) the proc(ess) or progress of the event, which requires an undergoer or patient of the process; 3) the res(ult) of the event, which requires a resultee argument (often but not necessarily identical to the undergoer of the process). Finally there is (4) the rheme, which is not strictly speaking a subevent, but which can serve to modify the overall event in some way, i.e. by providing information on where the event took place or the manner in which it took place.

(19) General Linking Schema

\[
\text{Predicate} < \quad x \quad x \quad x \quad x \quad x \quad >
\]

\[
\begin{align*}
\text{figure} & \quad \text{ground} \\
\text{subj} & \quad \text{obj} \quad \text{obj}_{\text{theta}} \quad \text{obl}
\end{align*}
\]

The linking in (20) provides an example of a typical agentive transitive verb. The verb 'kill' has two arguments. One of these ('Indra') is associated with the initiation subevent and thus serves as the initiator/agent participant of the event. The other argument ('serpent') is the undergoer of the event and thus affected as part of the on-going proc(ess) of the event, with a clear res(ult), namely that it is dead. This argument is thus associated with two subevents.

(20) Indra killed the serpent.

\[
\begin{align*}
\text{kill} < & \quad x_{\text{Indra}} \quad x_{\text{serpent}} \\
\text{figure} & \quad \text{ground} \\
\text{subj} & \quad \text{obj}
\end{align*}
\]

The initiator is naturally also the Figure of the event, and the undergoer serves as the Ground. This basic linking constellation is interpreted with respect to Proto-Role properties in the following way: a) one Proto-Agent (P-A) property each is adduced for: initiation and Figure; b) one Proto-Patient (P-P) property each is adduced for: proc, res, and Ground. In addition, sentient arguments accumulate
an additional P-A property. The Proto-Role properties are registered via an ‘∗’ in the linking schemas.

Overall, the linking of arguments works as follows. If an argument has more P-A than P-P properties, it is linked to subj. An argument with more P-P than P-A properties is linked to obj. When an argument has equally many P-A and P-P properties or no P-A and P-P properties, then other information must be taken into account. In this case the type of subevent the participant is associated with is taken to play a crucial role. That is, if the argument associated with init vs. res have equal amounts of P-A and P-P properties, the init argument will be associated with subj. This is also true for third and potentially fourth arguments of an event – once the subj and obj linking has been determined, the subevental semantics play a role in determining the linking to a secondary object (objθ) or an oblique (obl). Obliques are likely to correspond to spatial terms and paths (rhemes) or an init-ground combination. Secondary objects are likely to be related to undergoer semantics. An init argument that serves as the ground rather than the figure is prohibited from being linked to the subj — this is the well-known effect of passivization that has often been described as “demotion” or “inversion” in the literature (e.g., Perlmutter & Postal 1977).

This constellation is illustrated in (21). The association of arguments with subevents remains the same, but the Figure-Ground relationship is flipped. This affects the number and type of Proto-Role properties associated with each argument.

(21) The serpent was killed by Indra.

\[
\begin{align*}
\text{kill} & \ < \ x_{\text{Indra}} \quad x_{\text{serpent}} \ > \\
\text{GROUND} & \quad \text{FIGURE} \\
P\text{-A:**, P-P:*} & \quad P\text{-A:*, P-P:**} \\
\text{obl} & \quad \text{subj}
\end{align*}
\]

Since ‘Indra’ is no longer available to be linked to subj, the ‘serpent’ is the subj. Because ‘Indra’ still has more P-A (one for init, one for sentience) than P-P (one for ground) properties, it is not associable with an obj or objθ, but is linked to obl.

An example of a linking configuration for an experiencer predicate is provided in (22). As per Ramchand’s analysis, the holder of the state of experiencing some-
thing is associated with the init subevent, and the stimulus is analyzed as a rheme (since it is neither part of the process or the result of the overall event). The experiencer ‘Katherine’ in (22) is also the figure; the stimulus ‘nightmares’ is the ground. As a sentient argument who is also a figure, ‘Katherine’ receives two P-A properties. As the holder of a state, this argument receives one P-P property. The ‘nightmares’ accumulate one P-P property from being associated with ground. Because rhemes are not properly event participants, they contribute neither P-A nor P-P properties for the calculation. Since ‘Katherine’ has the most P-A properties, it is linked to subj. The ‘nightmares’ argument has only P-P properties and is thus linked to obj.

(22) Katherine fears nightmares.

\[
\text{init (holder) } \quad \text{rh} \\
\text{fear } < \quad x_{\text{Katherine}} \quad x_{\text{nightmares}} > \\
\text{FIGURE} \quad \text{GROUND} \\
\text{P-A:**, P-P*} \quad \text{P-P:*} \\
\text{subj} \quad \text{obj}
\]

With this basic event-based linking schema in place, Beck & Butt (2021) chart a path of development for dative subjects in New Indo-Aryan. A crucial component is the innovation of ergative transitive active clauses from originally adjectival participles which featured a nominative and an instrumental adjunct (e.g., ‘The by Indra killed serpent.’). Beck and Butt posit that the original instrument adjunct was a ground which was reinterpreted as a figure in situations where the instrument could be seen as a sentient agent. This then opened the door to further Figure-Ground flips, such as with originally locative structures as in (23) (cf. also Bresnan & Kanerva 1989; Landau 2010 on locative inversion).

(23) Urdu/Hindi

\[
\text{indra=ko} \quad \text{dar} \quad \text{lag-a}
\]

\[
\text{Indra.M=DAT fear.M.NOM be.attach-PRF.M.SG}
\]

‘Indra was afraid.’

Their proposal is that the original locative predication involved a linking configuration as in (24). The overall predication is stative, so the two arguments
involved are a holder of a state and a rheme. The ‘Indra’ argument is the location of the ‘fear’, so Indra is associated with a rheme and the ground. The ‘fear’ argument is then interpreted as the holder of a state: as a figure it is located somewhere and receives one P-A property for being a Figure, and one P-A property for being the holder of a state. ‘Indra’ receives one P-P property for being the ground and one P-A property because it is a sentient argument. Both arguments thus have an equal number of P-A and P-P properties, but ‘fear’ is linked to subj because it is associated with the init subevent.

(24) Fear was attached to Indra.

\[
\begin{array}{c}
\text{init (holder)} & \text{rh (loc)} \\
\text{\textit{be.attach} } & < \\
\text{\_\_\_\_\_fear} & \text{\_\_\_\_\_Indra} \\
\text{\textit{FIGURE}} & \text{\textit{GROUND}} \\
\text{P-A:*}, \text{P-P:*} & \text{P-A:*}, \text{P-P:*} \\
\text{subj} & \text{obl} \\
\text{nominative} & \text{‘at/to’}
\end{array}
\]

It is not difficult to see that the linking configuration in (24) is unstable. The two arguments have equal numbers of P-A and P-P properties and the sentient argument is associated with ground, which is non-canonical (Talmy 1978). Beck and Butt propose that as a consequence, in a series of steps, both the figure-ground relation and the association with init and rheme are flipped and the resulting linking configuration is as shown in (25), corresponding to (23). This configuration is clearly more stable as the sentient argument is more prominent and accumulates more P-A properties.

(25) Indra was afraid.

\[
\begin{array}{c}
\text{rh} & \text{init (holder)} \\
\text{\textit{be.attach} } & < \\
\text{\_\_\_\_\_fear} & \text{\_\_\_\_\_Indra} \\
\text{\textit{GROUND}} & \text{\textit{FIGURE}} \\
\text{P-P:*} & \text{P-A:**}, \text{P-P:*} \\
\text{obj} & \text{subj} \\
\text{nominative} & \text{dative}
\end{array}
\]
The original spatial adpositions (‘at, to’) in fact gave rise to the current dative/accusative case markers in Urdu/Hindi (and across New Indo-Aryan), resulting in the innovation of dative subjects from originally spatial terms (cf. Montaut 2003; Butt & Ahmed Khan 2011).

To summarize, the innovation of dative subjects is seen primarily as the reanalysis of an originally stative locative predication as an experiencer verb. The main change involves a reanalysis of various parts of the overall linking configuration. Beck and Butt see this as being common to both Icelandic and Indo-Aryan. In Indo-Aryan, however, there is an additional concomitant but independent change in syntactic category, from a spatial adposition to a case marker. Changes involving reanalysis of an item’s syntactic category are taken up in Section 4.1, with Section 4 focusing overall on change with respect to c-structure.

4 Syntactic change

4.1 Recategorization

Studies of language change abound with instances of syntactic recategorization, that is, instances in which an item belonging to one syntactic category is reanalyzed as belonging to a different one. We have already caught a glimpse of such a reanalysis with respect to the grammaticalization cline in (1), whereby a main verb is gradually reanalyzed as an auxiliary, which in turn often becomes a verbal affix. Within LFG, such c-structural recategorization is seen as being preceded by a change in an item’s functional import. That is, with respect to the well-studied changes such as the development of new futurate markers (e.g., Fleischman 1982), as we saw in Section 3.1 an originally fully predicating verb such as ‘want’ or ‘go’ can be used in situations describing the future attainment of a state or event (Börjars & Vincent 2019). Over time, this usage becomes conventionalized and the verb is seen as routinely fulfilling an additional function, namely the temporal placement of an event in the future. This meaning of the verb ceases to predicate fully and it develops into a functional item. Often the original lexical/content verb continues to exist side-by-side with the new auxiliary; in other cases it ceases to be used as a main verb. In English, for example, the item will is now only rarely used as a modal meaning ‘want’, but only as a futurate marker. On the other hand, as we saw for the examples taken from Urdu and Bengali in Section 3.1, the verbs ‘be’ and ‘go’ continue to exist as main verbs while also serving as auxiliaries and giving rise to new verbal affixes.

Within this same verbal domain, Börjars & Vincent (2017) argue for the historical development of a causative light verb in Romance from the Latin verb facere
‘make, do’, which in turn results in the reanalysis of a formerly biclausal construction as a monoclausal predication. This reanalysis of biclausal predications, where one verb embeds another into monoclausal structures, also generally results from the reanalysis of main verbs as auxiliaries (Butt et al. 2004; Butt 2010).

Vincent & Börjars (2020) go through a number of further examples of syntactic recategorization from an LFG perspective, including the development of adpositions from nouns, infinitival markers from prepositions, complementizers from prepositions (P to C; Vincent 1999) and case-marking functions from prepositions. They also engage in a comparison of analyses across frameworks (Minimalism and HPSG) and ask the question of whether anything in LFG’s architecture predicts the mainly unidirectional change in categorial reanalysis (meaning that a verb will change into an affix, but an affix does not change into a fully predicing main verb). The answer to this question is “no”, unlike the clear predictions made by Roberts & Roussou (2003) within Minimalism, for example, where such reanalysis is seen as an instance of a lexical category raising upwards into the functional domain of a syntactic tree and eventually being reanalyzed as simply originating in that functional position. Upward “mobility” is expected in this framework, while downward movement is prohibited. However, Vincent & Börjars (2020) point out that while this type of grammaticalization along a cline from more lexical to more functional can be accounted for well within Minimalism, instances of “lateral” change whereby the recategorization involves adjacent categories like deictic markers into copular verbs (Börjars & Vincent 2017) are more challenging. In this case, an originally nominal category is reanalyzed as belonging to the verbal domain.

Another example of a recategorization that does not necessarily involve directionality can be observed in Chinese, where Börjars & Payne (2021) argue that nouns which originally denoted a container or a measure and which had the syntactic distribution and modificational properties of standard nouns in the language were reanalyzed over time as measure words and classifiers. They argue that the reanalysis as measure words involves only a syntactic recategorization by which these nouns have a more restricted syntactic distribution and modificational properties in comparison to standard nouns. This syntactic change is not accompanied by a systematic semantic or functional change: the words still measure out units, as in the original usage and appear to retain their full lexical semantics.

Van Gelderen (2011) seeks to address issues of recategorization by thinking of language change in terms of cycles (though there seems to be no discussion of actual full cycles of language change) and working heavily with features that are associated with syntactic categories. Changes in the features associated with an
item eventually lead to reanalysis at the level of syntactic categories. Interestingly, this take on language change seems to move towards the separation out of functional vs. categorial characteristics of an item that is already in-built into LFG, but with a comparatively impoverished understanding of feature theory.

The difference in how many and what kinds of features and functionality are associated with an item can also lead to debates as to whether syntactic recategorization has taken place at all. Vincent & Börjars (2020: 144) discuss this with respect to prepositions being used to mark the subcategorized for arguments of a predicate, thus acquiring the properties of case markers and note: “Within Minimalism such shifts can be seen as involving a change from P to K, whereas once again, in HPSG and LFG, the change is in the information associated with the argument of P rather than in the category itself.” This view of the relationship between adpositions and case clashes with the lexical semantic approach to case taken by Butt & King (1991, 2003, 2004), who use the category K to model the status of case markers in New Indo-Aryan as independent clitics that have a range of functional and lexical information associated with them. Ahmed Khan (2009) shows how spatial adpositions may be associated with feature structures specifying path and place and how changes in the specification of these features can result in case markers. Butt & Ahmed Khan (2011) further chart the development of originally spatial adpositions into case markers, analyzed as K, in modern Urdu.

4.2 Mixed categories

Recategorization as described in Section 4.1 also generally does not happen in one fell swoop, but via a number of intermediate stages. One side-effect of these intermediate stages is the emergence of mixed categories. Verbal nouns or gerundives, which have the external distribution of nouns, but the internal properties of verbs, are one well-known example. A recent survey and analysis of mixed categories by Nikolaeva & Spencer (2020) shows that there are several different types of mixed categories (see also the discussion in Lowe 2016b).

In her diachronic take on mixed categories, Nikitina (2008) argues for a clear disassociation of the lexical and syntactic components of category mixing, precisely because of the range of mixed properties displayed by syntactic categories. She investigates and analyzes phenomena from Romance and Wan (Mande) and proposes that a clear distinction be made between instances of function retaining derivational changes in syntactic category and structural reanalysis, including rebracketing. An example of the former function retaining change is the English -ing nominalization, whereby the head distributes as a noun, but retains the
functional predication of a verb. Over time, this retention of function may be lost, resulting in a straightforward nominal, rather than a syntactic category with mixed properties. Examples of the latter (structural reanalysis) include types of instances discussed in the previous section, i.e. the development of adpositions and case markers from nouns and the development of complementizers from verbs (Lord 1993) or adpositions.

The work by Vincent & Börjars (2010) on the slippery slope between adpositions and adjectives serves as another example. Vincent & Börjars (2010) look at Germanic and Romance languages which are losing their overall case system and investigate paths of change that serve to compensate for this loss. One path of change involves the use of adpositions like Latin *prope* ‘near’ and English ‘near’. These subcategorize for an *obj* and have the spatial meaning of adpositions, but can be used as adjectives and take comparative and superlative morphology. See also Vincent & Börjars (2020) for some further discussion on this issue.

Formal analyses of mixed categories in LFG have often invoked *lexical sharing* of one type or another (Bresnan & Mugane (2006); Lowe (2015, 2016a); see discussion in Section 4.4). Butt et al. (2020) propose an alternative to this approach in their analysis of complement clauses in Tamil. The complement clauses show a mixed set of nominal and verbal properties, which is due to a historical development by which an originally relative clause type structure incorporated a pronoun and thus acquired the external properties of a noun while retaining the internal verbal predication of a finite clause. Butt et al. (2020) propose an analysis of mixed categories in terms of the formal tool of *complex categories* first introduced in the context of the ParGram computational grammar development effort (Butt et al. 1999; Crouch et al. 2008). This approach essentially allows for the parameterization of syntactic categories, avoiding the monolithic assignment of one syntactic category to a given lexical item or phrase.

### 4.3 The growth of structure

The diachronic phenomena discussed under the term “grammaticalization” in Section 3.1 involved a change whereby an individual lexical item comes to be reanalyzed as a functional element. This could be considered grammaticalization in the narrow sense, in which the focus is on the changing status of a particular item, as in much of the classic work on grammaticalization where changes occurring above the level of individual lexemes (e.g., changes in word order) are typically secondary concerns. For example, in their seminal textbook, Hopper & Traugott (2003: 24, 59) suggest that word order changes, though “deeply interconnected” with grammaticalization, are not to be considered under the term on the basis
that they do not exhibit the unidirectionality typical of grammaticalization (see also Sun & Traugott 2011 for a similar view). At the same time, some authors have called for a broader take on grammaticalization, encompassing also cases where a particular fixed word order comes to encode certain functional information. This type of change is argued for by Börjars et al. (2016) as grammaticalization involving a “template” made up of slots and categories, one example being V1 clauses which have grammaticalized to varying degrees so as to encode conditionality across the Germanic languages (see also Hilpert 2010). Börjars et al. (2016) extend the remit of grammaticalization further still, proposing a specific type of grammaticalization, couched within LFG, which involves two concomitant developments: (i) the development of a grammaticalized meaning in a particular item and (ii) the increasing association of that grammaticalized meaning with a particular structural position.

Börjars et al. (2016) propose this special type of grammaticalization on the basis of diachronic data concerning the development of definite markers and noun phrase syntax in North Germanic, specifically from Old Norse to modern Faroese. They provide empirical evidence which shows that Old Norse lacks an obligatory dedicated (in)determinacy marker via paired examples such as (26), where the bold element in (26a) receives a definite interpretation and that in (26b) an indefinite interpretation, despite the fact that neither is overtly marked for (in)determinacy.

(26) Old Norse (Börjars et al. 2016: e10)

a. **Austmaðr** kvezk …
   east.man said
   ‘The Norwegian said …’

b. Ok **gekk** kona fyrr útibúrsdyrrin
   and went woman in.front.of outhouse.door.DEF
   ‘A woman went in front of the door of the outhouse’

Moreover the relative order of elements within the noun phrase is relatively free, although the initial position is associated with prominent and contrastive elements, as in the two instances of prenominal possessive pronouns with contrastive emphasis in (27).

(27) Old Norse (Börjars et al. 2016: e14)

at **minn faðir** væri eptirbát **þins** foður
   COMP 1SG.POSS father was after.boat 2SG.POSS.GEN father.GEN
   ‘that my father trailed in the wake of yours’
In the next diachronic stage which Börjars et al. consider – early Faroese (ca. 1298 CE) – they provide evidence which indicates that overt marking of definiteness is now obligatory, since unmodified nouns must occur with a definiteness marker in order to receive a definite interpretation, e.g., (28a). Indefinite markers are not yet obligatory, however, as evidenced by examples like (28b), which is interpreted as indefinite without any overt indefinite marker.

(28) Early Faroese (Börjars et al. 2016: e18)
   a. Bardr Peterson war ritade brefet B.P. was written letter.DEF
      ‘Barður Peterson had written the letter.’
   b. Ef sauþr gengi j annars haga ...
      if sheep goes in other’s field
      ‘If a sheep goes into another man’s field …’

Moreover, unlike in Old Norse, where different definiteness markers can co-occur, by this stage of Faroese they are in complementary distribution. Only later in the history of Faroese — the representatives which Börjars et al. examine are a newspaper from the 1890s and data from Present-day Faroese — does overt marking for indefiniteness become obligatory via ein, e.g., (29a), and a prenominal syntactic definiteness marker (tann or hinn) is generally required when there is premodification, leading to “double definiteness”, e.g., (29b)–(29c).

(29) Present-day Faroese (Börjars et al. 2016: e22–e23)
   a. ein ungur maður INDEF young.male man
      ‘a young man’
   b. tann stóra gatan DEF big.male.mystery.mystery.DEF
      ‘the/that big mystery’
   c. hin stærsta vindmýlluparkin í Europa DEF biggest windmill.museum.DEF in Europe
      ‘the biggest wind farm in Europe’

In sum, the history of Faroese exhibits the grammaticalization of dedicated (in)definiteness markers which only later come to be associated with a particular
structural position (the left edge of the noun phrase), in line with an overall increasingly fixed word order within the noun phrase. Börjars et al. (2016) take advantage of the flexible nature of LFG’s c-structure to model the observed gradual changes, building on a diachronic account of word order change in the context of grammaticalization concerning Romance prepositions by Vincent (1999). Central to both Vincent’s (1999) and Börjars et al.’s (2016) accounts is the assumption that a new category can emerge diachronically without it necessarily needing to project a full endocentric phrase straightaway. Indeed, in the two accounts the full endocentric phrase projected by the new category is “grown” gradually at c-structure over time. This view is in line with the c-structure principle of Economy of Expression (Bresnan et al. 2016), which privileges lexical over phrasal expression and is radically different to the more standard universal application of X-bar theory in certain other generative approaches whereby, as soon as one posits a category, one also needs to posit a full endocentric phrasal projection complete with a specifier and complement position (cf. also Toivonen 2001, 2007 on non-projecting categories within LFG).

Applied to the Faroese story, Börjars et al. (2016) propose three c-structures to capture the structure of nominal phrases in the three periods: Old Norse (30a), early Faroese (ca. 1298) (30b) and Present-day Faroese (30c). In the earliest structure in (30a), word order is largely free (captured in the flat structure under NOM(inal)) but there is an initial position associated with information-structurally privileged elements. Crucially, in (30a) there is no category D; this only develops in early Faroese, cf. (30b), but at this point it is not yet associated with a particular structural position. Once definite markers are structurally associated with the left edge of the noun phrase, one can assume a projectional functional category, as captured in the endocentric DP structure for Present-day Faroese in (30c). The proposed growth of c-structure thus captures the grammaticalization of (in)definiteness in the context of a gradual shift from relatively free word order driven by information structure to a much more rigid, syntactically constrained word order as exhibited in modern Faroese.

---

8Specifically, the definiteness marker was originally associated with the adjective in Old Norse, and frequently occurred postnominally, to the left of the adjective. The proposal by Börjars et al. is that, as adjectives became increasingly prenominal, the definiteness marker became associated with the left edge of the noun phrase overall.
(30)  

a. Old Norse

```
NP
  /\  
(↑ INF-PRIV)=↓ ↑=↓
  ↓   XP NOM
  \ /  
↑=↓ ↑=↓ e(↑ ADJ) (↑ POSS)=↓
Dem N AP NP[gen]
```

b. Early Faroese

```
NP
  /\  
(↑ INF-PRIV)=↓ ↑=↓
  ↓   XP NOM
  \ /  
↑=↓ ↑=↓ e(↑ ADJ) (↑ POSS)=↓
D N AP NP[gen]
```

c. Present-day Faroese

```
DP
  |  
↑=↓
D'

  |  
↑=↓ ↑=↓
D NP
  |  
↑=↓
N'

  |  
↓ ∈ (↑ ADJ) ↑=↓
AP N'  
  |  
↑=↓
N
```
4.4 Degrammaticalization and lexical sharing

Another way in which gradual degrees of syntactic change have been captured at c-structure is via “Lexical Sharing”, as originally proposed within LFG by Wescoat (2002, 2005, 2007, 2009) and further developed by Lowe (2015, 2016a) as “Constrained Lexical Sharing”. Lexical Sharing is essentially a mechanism which allows two or more constituents at c-structure to map to a single lexical element. As we discuss in this section, Lowe (2015) employs this in the context of diachrony as a way to model degrees of “degrammaticalization” (see e.g., Norde 2009; Willis 2017) with respect to the English possessive marker ’s, building on a synchronic analysis of Present-day English in Lowe (2016a).

The starting point for Lowe’s account is Present-day English, which indicates a mixed picture with respect to whether the possessive marker ’s has clitic or affixal status. This is reflected in the literature, where some argue for it to be a clitic (e.g. Quirk et al. 1985; Anderson 2008) and others for it to be an affix (e.g., Zwicky 1987; Payne 2009). In this context, Lowe (2016a) claims that synchronically ’s has dual status, i.e. that Present-day English exhibits both clitic forms and affixal forms and shows how this complex status can be modelled via Constrained Lexical Sharing. As Lowe points out, the lexicalism underpinning LFG leads to a discrete distinction between clitic and affix. An affix is assumed to attach to its host in the lexicon and will thus map to the same c-structure node as its host, e.g., (31a), while a clitic is a distinct lexical element which occupies its own c-structure node, e.g., (31b). The example c-structures here are as in Lowe (2015: 213).9

(31) a. Affix: NP
   | DP N’
   |   |
   | NP N
   |   |
   | N π
   π↑ Henry’s toys

---

9In both Lowe (2015: 213) and Lowe (2016a: 174), different structures are provided for the possessum toys depending on whether one assumes the affix analysis or the clitic/lexically shared affix analysis; for the affix analysis, the immediate daughter of N’ is N, but for the clitic and lexically shared analysis the immediate daughter of N’ is given as an NP. Although Lowe does not provide any explanation for this difference, for the sake of consistency we simply repeat the structures here.
Rather than assume the straightforward affixal analysis in (31a) for affix-like instances of ‘s, however, Lowe (2016a) proposes an account involving (Constrained) Lexical Sharing. This allows one to capture the affixal status of ‘s whilst being able to maintain a consistent syntactic structure for possessive phrases, irrespective of the affixal/clitic status of ‘s. Wescoat’s original formulation of Lexical Sharing (Wescoat 2002, 2005, 2007, 2009) assumes an additional dimension, l(exical)-structure, which consists of a linearly ordered set of words. The idea behind Lexical Sharing is that it is possible for two adjacent c-structure elements to map to a single element at l-structure, i.e. “sharing” the same lexical exponent. Within the Constrained Lexical Sharing of Lowe (2015, 2016a), Wescoat’s l(exical)-structure is identified with the syntactic string (s-string) of Kaplan (1989), and thus Lexical Sharing refers to instances where a single element at the s-string is associated via the relation π with two adjacent c-structure nodes. In Lowe’s account, the affix-like ‘s is a lexically shared affix, e.g., (32), i.e. constitutes a single lexical element with its host but maps to a separate node from the host at c-structure, resulting in an overall structural configuration parallel to that for the clitic analysis in (31b).

(32) Lexically shared affix:
Applied specifically to diachrony, Lowe (2015) shows how this approach can be used to represent degrees of “degrammaticalization” of the English possessive marker, which “degrammaticalizes” over time from an unambiguous affix to a clitic (cf. the typical grammaticalization cline in (1) above). At the earliest attested stage, the Old English ancestor of Present-day English ’s, -es, is one of a number of genitive case allomorphs and is uncontroversially an affix which is fully integrated with its stem in the s-string and maps to the same c-structure node as its host, cf. (31a). Crucially, as Lowe (2015) points out, drawing on data discussed by Allen (1997, 2003, 2008), the emergence of the clitic over the subsequent centuries is gradual and involves degrees of degrammaticalization and small-step changes from affix to clitic.

Specifically, in the period ca. 1100–1400 CE several changes are underway which affect the affixal status of the possessive marker: the various genitive case forms are largely lost and -(e)s becomes the possessive marker for most nouns, while possession is increasingly marked on just the head of the possessor, rather than on every element of the possessor. Lowe (2015) cites two construction types in particular which are attested during this period and indicate the beginning of a change in the morphosyntactic status of the possessive marker: (i) possessors which involve coordination where possession is marked only on the rightmost head, e.g., (33a) and (ii) possessor phrases with split postmodification flanking the possessum, where possession is marked on the head of the possessor, e.g., (33b).

(33) Middle English

a. wif & weres gederunge
   wife and man.gen union
   ‘The union of man and wife.’
   (Hali Meidenhad, c. 1225 CE)

b. þe eorles doughter of Gloucetre
   the earl.gen daughter of Gloucester
   ‘The Earl of Gloucester’s daughter’
   (Polychronicon VIII, ca. 1380)
   (Lowe 2015: 217–218)

The two constructions in (33) show a strong positional constraint, whereby the possessive marker on the head of the possessor phrase must immediately precede the possessum. Lowe interprets this as evidence that the possessive marker is no longer fully affixal, since it is now constrained by the syntactic context in which it appears, rather than just being dependent on the position of the word
to which it attaches. In the Lexical Sharing approach, this change can be captured by assuming that the original affix (modelled in (34a)) is reanalyzed as a lexically shared affix as shown in (34b) (structures from Lowe 2015: 222). In (34a), an optional D node is assumed, which is later incorporated into the head of the possessor phrase (see (34b)), once possessor phrases come to supply the definiteness of the possessum, in line with the broader grammaticalization of the definite article which is underway in the period.

(34) a. 

```
(↑ POSS)=↓ (D) N' ↓ ∈(↑ POSS ADJ) PP

NP D N' ↑ P'

π ↑ N π ↑ P NP

π ↑ N π ↑

be eorles dou3ter of Gloucetre
```

b. 

```
(↑ POSS)=↓ N' ↓ ∈(↑ POSS ADJ) PP

NP D N' ↑ P'

NP D ↑ P NP

π ↑ N π ↑ N

π ↑

be eorles dou3ter of Gloucetre
```
However, the Middle English lexically shared affix in (34b) is not yet equivalent to the status of the possessive marker in Present-day English but rather has a subtle difference. As Lowe (2015) points out, in the former, the noun component must supply the head of the possessor phrase. This is captured in the lexical entry in (35a), where the N component is associated with an f-description which requires that the f-structure of the noun serve as the value (or a member of a set of values) of the feature poss in a wider f-structure; the D does not need to have any f-descriptions associated with it. By contrast, for Present-day English – where the possessive marker is closer to a clitic – Lowe assumes the lexical entry in (35b), “Partitioned Lexical Sharing”, which involves two c-structure nodes each with their own set of f-descriptions (structures from Lowe 2015: 215, 223).

(35)  

a. Unified Lexical Sharing:  

<table>
<thead>
<tr>
<th>eorles: N D</th>
</tr>
</thead>
<tbody>
<tr>
<td>(↑ PRED) = 'earl'</td>
</tr>
<tr>
<td>(POSS (e) ↑)</td>
</tr>
<tr>
<td>((POSS ↑) DEF) = +</td>
</tr>
</tbody>
</table>

b. Partitioned Lexical Sharing:  

<table>
<thead>
<tr>
<th>species': N D</th>
</tr>
</thead>
<tbody>
<tr>
<td>(↑ PRED) = 'species' (POSS ↑)</td>
</tr>
</tbody>
</table>

According to Lowe, only from the end of the 14th century are “phrasal possessives proper” attested, i.e. phrasal possessives with postmodified possessors with possessive marking on the right edge of the postmodifier, rather than on the head of the possessor as in early examples, cf. (33b). The example Lowe provides is from Chaucer (ca. 1400 CE), shown here in (36). These more clitic-like examples coexist alongside the more affix-like split examples as in (33b) throughout the Middle English and Early Modern English periods, with an increasing preference for the more clitic-like type in (36). This is modelled in terms of gradually shifting preferences in favour of the Partitioned Lexical Sharing analysis, cf. (35b) over the Unified Lexical Sharing analysis, cf. (35a).

(36) Middle English (Lowe 2015: 219)  
The grete god of Loves name  
'The great God of Love’s name.'

Taking advantage of Lexical Sharing thus allows Lowe (2015) to model the nuanced steps involved in syntactic change via degrammaticalization and, applied
to Present-day English, also to capture the coexistence of older and newer vari-
ants at a synchronic level (Lowe 2016a).

A very different approach to the mix of clitic and affixal properties is exempli-
fied by Bögel & Butt (2012), who work out an analysis of various different Urdu
possessive constructions, including case clitics and the originally Persian *ezafe*
construction. Their analysis factors in prosodic features typical of clitics (rather
than leaving them out) and avoids the introduction of lexical sharing or other
complex formal machinery.

4.5 Grammatical relations and licensing

As Vincent (2001) points out, the fundamental design of the LFG architecture,
in which position and function are captured separately, means that it is well
suited to modelling changes concerning grammatical relations. A consequence of
assuming f-structure as an independent level of representation for abstract func-
tional information is that grammatical functions such as *subj* and *obj* are viewed
as basic building blocks of the theory. As such, unlike in some other generative
approaches, *subj* and *obj* need not be defined in terms of structural position.
This allows one to neatly capture the full cross-linguistic spectrum with respect
to how languages encode grammatical relations, from those where structural
position plays a strong role, e.g., modern English, to those where morphological
marking is the dominant encoding means, e.g., Latin, but also languages which
use a mixture of means, e.g., Chichewa (Bresnan & Mchombo 1987) and Icelandic
(Zaenen et al. 1985). Previous work in this area has tended to focus on the cross-
linguistic possibilities from a synchronic perspective; see Nordlinger (1998) and
Snijders (2015) for relevant typologies. But this approach to grammatical rela-
tions also has much to offer for diachronic studies, since change concerning how
languages encode grammatical relations is well-attested across languages (e.g.,
Kiparsky 1997; Hewson & Bubenik 2006; Ponti & Luraghi 2018) and individual
historical stages will naturally exhibit intermediate stages along a change trajec-
tory, with a particular balance between structural and morphological encoding
strategies.

4.5.1 Word order and recipient passives

A complex change in this area which has been investigated in detail by Allen
(1995, 2001) is the rise of the recipient passive in English, i.e. constructions like
(37), where the recipient rather than the theme is treated as the subject.

(37) He was given a book.
According to Allen (2001), recipient passives are unattested in Old English; the earliest known example of a recipient passive is from 1375 CE, alongside other scarce examples from the late fourteenth and early fifteenth centuries. The earliest example according to Allen, from 1375, is shown here in (38).

(38) Middle English (Award Blount, p. 207, Allen 2001: 51)

 Item as for the Parke, she is alowyd Every yere a dere and xx Coupull of Conyes and all fewell Wode to her necessarye... 
 'Item: as for the park, she is allowed a deer every year and 20 pairs of rabbits and all firewood necessary to her...'

As with the change concerning experiencer verbs discussed in Section 3.2, Allen again challenges classic accounts of this development (e.g., Jespersen 1927; van der Gaaf 1929; Campbell 1998), which assume that recipient passives emerged via reanalysis of an ambiguously case-marked fronted indirect object as the subject, as in (39).

(39) Middle English (Ric.Couer de L. 1307, Auchinleck ms, Allen 2001: 49)

 The Duke Mylon was geven hys liff, and fleygh out of land with his wife.
 'Duke Mylon was given his life, and fled out of the country with his wife.'

Allen (2001) points out that the chronology does not stack up to support the classic account, for a variety of reasons. This includes the observation that the loss of the morphological distinction between nominative and dative which results in the prerequisite ambiguity for the classic reanalysis account occurred long before the first recipient passive examples are attested, with a gap of 175 years.

Allen (2001) argues instead for a change involving reanalysis of the indirect object (theme) of active sentences as the direct object, which in turn has consequences for the status of the recipient argument and ultimately facilitates its promotion to subject under passivization. Rather than being driven by ambiguous case-marking, as assumed in the classic accounts, Allen argues that her reanalysis story was triggered by the fixing of the relative word order of two objects. This is based on the observation that the first attestation of recipient passives coincides with the disappearance of examples like (40), in which a (non-pronominal) NP which is the Theme precedes a (non-pronominal) NP which is the Recipient. According to Allen, such orderings with two NPs are unattested as of the last quarter of the fourteenth century.

(40) I gave [a gift]theme [the king]recipient
Allen suggests that once nominal recipients became fixed in the immediately postverbal position, the simplest analysis from the perspective of the language learner was to analyze the recipient as an OBJ, due to the fact that the learner could now calculate grammatical relations directly on the basis of position, and in turn the semantic relations too. Specifically, a new processing strategy arose which stated that the first non-pronominal NP after the verb would be the OBJ, provided no pronoun preceded it — the strategy for pronouns would be rather different according to Allen, presumably owing to the special positional distribution of pronouns in Early English. As a result, the semantic role could now be determined on the basis of position: if the OBJ was followed by another NP, the OBJ could only be the Recipient and the second NP could only be OBĴ, with the only possibility in terms of semantic role as the Theme. In this way, the fixing of the order eases the hearer’s processing concerning the assignment of grammatical relations and thematic roles. Moreover, since the Recipient as an OBJ is now −r, it can map to SUBJ under passivization in accordance with the natural classes which fall out from the features [±r,o]. Thus recipient passives are now possible.

Allen’s account thus investigates the connection between word order and the assignment of grammatical relations and in particular a change whereby grammatical relations become increasingly encoded via position. Next, we discuss other work which has considered this type of change within LFG.

4.5.2 Positional licensing and information structure

Change whereby structural position becomes an increasingly dominant licensing strategy for grammatical relations over time is well attested cross-linguistically; cf. the rise of (argument) configurationality (e.g., Hewson & Bubenik 2006; Luraghi 2010). In the linking theory developed by Kiparsky (1987, 1988, 1997, 2001), where case, agreement and position are viewed as interacting licensing strategies for grammatical relations, this type of change has been formalized as the rise of “positional licensing” (Kiparsky 1997). Focusing on the history of English, Kiparsky (1997) argues that as English lost its morphological case system, position became the dominant licensing strategy for grammatical relations. Beyond Allen’s analysis of the recipient passive, this idea has been explored more recently within LFG by Booth et al. (2017), who present a positional licensing account in LFG terms for the diachrony of subjects in Icelandic. As both Kiparsky (1997) and Booth et al. (2017) point out, Icelandic offers an interesting point of comparison with Kiparsky’s original account since, unlike English, Icelandic has maintained rich morphological case up to the present day.
Booth et al. (2017) observe that Icelandic subjects are increasingly realized in the clause-initial prefinite position and capture this change in terms of the rise of positional licensing, also bringing information structure into the account. Two other concomitant changes are observed and feed into their analysis: (i) a decrease in V1 declaratives as in (41) and (ii) the emergence of the expletive það which is positionally restricted to the clause-initial prefinite position; cf. the contrast in (42), when the expletive is ruled out in contexts where this position is otherwise occupied.

(41) Middle Icelandic (Georgius, 1525, Booth et al. 2017: 111)
Sýndi drottinn mikla miskunn vin sínum
show.pst.3sg lord.nom.def great.acc mercy.acc friend.dat his-own.dat
sankti Georgíum
saint.dat George.dat
'The Lord showed great mercy to his friend St. George.'

(42) Modern Icelandic (Booth et al. 2017: 111–112)

a. Það var ekki minnst á önnur dýr.
explanation pst.3sg neg mention.ptcp on other.acc animals.acc
b. Ekki var minnst á önnur dýr.
 neg be.pst.3sg mention.ptcp on other.acc animals.acc
'There was no mention of other animals.'

Following a proposal by Hinterhölzl & Petrova (2010) for the history of West Germanic, Booth et al. (2017) put forward an information-structural account for the rise of the expletive það and in turn the decrease in V1 declaratives, assuming that the finite verb serves as an information-structural boundary separating topic and comment. The change is captured in terms of the growth of structure, whereby a flat structure lacking functional categories yields to a more articulated structure making use of functional categories and projections, similar to the account of North Germanic noun phrases by Börjars et al. (2016) (see Section 4.3). In Booth et al.’s account at the clausal level, the relevant functional projection which emerges from an earlier flat structure is IP, headed by the finite verb in I; cf. the LFG accounts of modern Scandinavian clause structure by Sells (2001, 2005) and Börjars et al. (2003).

Once the IP structure is established, various changes occur concerning the nature of the clause-initial prefinite position, i.e. SpecIP. The information-structural role of the finite verb as a boundary between topic and comment leads to SpecIP becoming increasingly associated with a discourse function (DF) capturing given or topical information, cf. (43).
In their account, this increasing association of SpecIP with topicality can in turn explain the observed increasing realization of subjects in this position. Agentive and sentient entities tend to make for better topics than non-sentient entities, and, since subjects typically represent the more agentive, sentient semantic participants, subjects will accordingly often occur in this new topic position (see also Givón (1990), who discusses subjects as “grammaticalized topics”).

However, as Booth et al. show, SpecIP does not straightforwardly develop into a designated subject position, since subjects can still occur postfinitely in modern Icelandic. In particular, in clauses which lack a topic altogether, i.e. impersonal and presentational constructions, the expletive occurs in the SpecIP topic position as a signaller that the clause lacks a topic. As such, they propose the functional annotations in (44) for SpecIP in the modern stage: it can be occupied by any topical gf, or alternatively the expletive, provided the clause lacks a topic.

Thus the reorganization of information structure and word order in Icelandic, and in particular the changing status of SpecIP, is seen as the underlying shift which results in a decrease in V1 in favour of V2 sentences with a clause-initial topic or an expletive in topicless contexts. Booth et al.’s study shows that information-structural properties are an important consideration in the context of change with respect to word order and the licensing of grammatical relations. For a similar account which presents this change in terms of shifting correspondences between c-structure, f-structure and LFG’s i(nformation)-structure (Butt & King 1996; King 1997), see Booth & Schätzle (2019) and Booth & Beck (2021).
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a similar vein, Booth (2021) shows how assuming that languages can gradually change their status with respect to argument configurationality and discourse configurationality can account for subtle changes in word order between Old and Modern Icelandic, which have otherwise prompted heated debate within approaches which assume configurationality to be a binary parameter (e.g. Faarlund 1990; Rögnvaldsson 1995).

5 Variation and change

In this last section, we turn to the question of the role of variation. It is well-known that language change is gradual and goes hand-in-hand with variation (e.g., Weinreich et al. 1968; Kroch 1989; Labov 1994, 2001; Pintzuk 2003; Chambers & Schilling 2013). However, formal grammars are discrete in nature, so a natural question which arises is how to combine the inherent variability and gradualness associated with language change into formal models of grammar.

One very popular way forward has been the combination of Optimality Theory (Boersma et al. 2000; Kager 1999) with stochastic methods (Boersma 2000; Boersma & Hayes 2001), which has been argued to account for patterns of variation and language acquisition. Optimality Theory (OT) was adapted into LFG very early on to yield a version of LFG dubbed “OT-LFG” (Kuhn forthcoming [this volume], Bresnan 1996, 1998) and combined with stochastic methods to yield explanations for gradience in judgements (Bresnan et al. 2007; Bresnan & Nikitina 2010) and variation across dialects (Bresnan 2007; Bresnan & Hay 2008; Sharma et al. 2008; Bresnan et al. 2001).

In terms of historical linguistics, Clark (2004) is the first to lay out a formal model of diachronic variation that has led to gradual change.\(^\text{10}\) He works with two case studies from the history of English: 1) word order change from primarily OV to VO; 2) the preferred association of subjects with the clause-initial position. Clark models the observed changes within stochastic OT-LFG and shows how the model parallels the observed stages in the historical development and variation in the corpora. Change is essentially effected via competing variants, as in much influential work on syntactic change in recent decades (e.g., Kroch 1989; Pintzuk 2003). In Clark’s OT-LFG account, these competing variants are taken to be the result of constraints that are liable to be re-ranked with respect

\(^{10}\)Note that ‘gradual’ in this context refers not to incremental steps along, e.g., a grammaticalization cline as in (1) but rather the gradual diffusion of a particular change through a population of speakers, or even possibly the gradual establishment of an innovation in the grammar of an individual.
to one another due to inherent “noise” in the communication process between humans and the asymmetry of goals between perception (more information is generally useful for decoding) vs. production (producing less information is generally less burdensome). The stochastic OT-LFG approach is able to capture the steady quantitative rise in the use of an innovated structure by associating it with gradual changes in the relative strength of the relevant constraints. A constraint re-ranking that may be due to “noise” variation may become statistically preferred and from there finally lead to a categorical change.

In a comprehensive look at auxiliary contraction in English, Bresnan (2021) proposes a new hybrid model of LFG and a usage-based mental lexicon to explain the synchronic distribution and diachronic development of auxiliary contractions/clitics. The usage-based mental lexicon is conceived of as a combination of ideas coming from Pierrehumbert’s examplar-based model of the mental lexicon (Pierrehumbert 2001, 2002) and Bybee’s usage-based approach (Bybee 2006). The frequent co-occurrence of certain combinations of words, e.g., you+are or we+will, are predicted to undergo contraction. Frequencies are calculated using a measure termed Informativeness, which is the logarithm of the inverse of the conditional probability of one word following the other. In Bresnan (2021), the corpus study, the frequency calculations and the development of the hybrid LFG plus usage-based mental lexicon make for a rich and complex paper which combines the strengths of formal grammar modelling with by now well-established effects of frequency and variation in usage.

The auxiliary contractions themselves are modelled via the formal concept of lexical sharing within LFG (cf. Section 4.4) and this is where Bresnan (2021) draws a concrete connection to diachrony: “lexical sharing as a formal construct can be viewed as a grammaticalization of high-probability syntactic distributions in usage...”. However, as argued for by Bögel (2015), clitics do not necessarily need to be modelled via lexical sharing. She instead proposes a more articulated architecture of the prosody-syntax interface for an analysis of clitics and provides a means for integrating effects of frequency and variation (Bögel & Turk 2019). Frequency effects can also be modelled via preferences applied directly to rules or lexical items, as practiced with respect to computational grammar development in LFG (Frank et al. 2001; Dost & King 2009).

Overall, the area of variation and change provides an interesting area of research for LFG, with initial architecturally complex and sophisticated proposals having recently been formulated, pointing the path towards innovative and exciting research in this area.
6 Summary

This chapter has endeavored to provide an overview of the types of work done within LFG on language change. Like most formal theories of grammar, LFG did not address language change from the outset and the first serious work on language change only began appearing in the 1990s. However, as LFG is fundamentally designed to separate form from function, the complex interaction between the function of an item and its overt realization can be modelled very well. Indeed, given LFG’s complex formal design, in which the different components of grammar are represented with component-appropriate rules and representations, and interface with one another via the projection architecture, one might argue that there are too many moving parts to permit a clearly delineated theory of language change.

In one sense this is correct, but in another sense, one could argue that, as with synchronic description, what LFG provides is a broad formal framework, which must be specified by linguistic theorizing. By its very nature LFG pursues an inductive approach — the framework provides a broad perspective on the data (e.g., form and function are assumed to be separate, c-structure is assumed to model linear order, constituency and hierarchical relations, grammatical relations and argument structure are core objects over which generalizations can be stated, etc.) but the linguistic explanations and generalizations themselves emerge from the data and can be stated independently of the theory, thus allowing for potential cross-theoretic validity. Another aspect of the inductive approach is that the overall framework can be adjusted in the face of strong empirical evidence. For instance, when there is strong empirical evidence that information about frequency of items plays a role, the theory is adjusted and opens up interesting new ways of modelling language change, as we saw in Section 5.

Furthermore, the fact that LFG is very functionally oriented allows for an open channel of communication with the functional-descriptive and grammaticalization literature, leading to natural and insightful accounts of lexical and functional change, as we discussed in Section 3. Change in terms of syntactic categories and clausal organization is seen as being motivated by changes in function in the first place, with syntactic recategorization and reorganization following to reflect the change in underlying function (Section 4).

In this chapter, we have followed the very broad notion of reanalysis adopted by Harris & Campbell (1995) and hope to have shown how LFG can naturally account for reanalysis at various different levels: lexical, functional, categorical. In fact, one could see LFG as providing a firm formal basis for understanding the possible moving parts involved in reanalysis as part of language change, while
also providing a basis for understanding how the well-attested gradualness, variation and frequency-based effects of language change can be modelled formally. That said, and despite the length of the chapter, it should be obvious to the reader that the existing body of historical linguistic work within LFG is so far not large and there is thus much room for investigation into language change. There is also room for experimentation and innovation with respect to how to represent and understand language change. This might include a new model of the lexicon, a new version of LFG or the introduction of new methods of probabilistic modelling, as we have seen above, or working with new ways of accessing the diachronic data, for example by means of a platform developed together with experts from visual analytics (e.g., Schätzle et al. 2019; Beck & Butt 2020; Beck et al. 2020).
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