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semantic change: Visualization systems
and novel applications
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The purpose of this chapter is to survey visualization and user interface solutions
for understanding lexical semantic change as well as to survey a number of ap-
plications of techniques developed in computational analysis of lexical semantic
change. We first overview approaches aiming to develop systems that support un-
derstanding semantic change in an interactive and visual way. It is generally ac-
cepted that computational techniques developed for analyzing and uncovering se-
mantic change are beneficial to linguists, historians, sociologists, and practitioners
in numerous related fields, especially within the humanities. However, quite a few
non-professional users are equally interested in the histories of words. Develop-
ing interactive, visual, engaging, and easy-to-understand systems can help them
to acquire relevant knowledge.

Second, we believe that other fields could benefit from the research outcomes of
computational approaches to lexical semantic change. In general, properly repre-
senting the meaning of terms used in the past should be important for a range of
natural language processing, information retrieval and other tasks that operate on
old texts. In the latter part of the chapter, we then focus on current and potential
applications related to computer and information science with the underlying ques-
tion: “How can modeling semantic change benefit wider downstream applications
in these disciplines?”
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1 Visualization systems supporting manual analysis

It is already evident that computational approaches greatly speed up the research
and the resulting discoveries related to semantic change and lexical replacement.
The applications of this research progress still remain to be seen, both inside and
outside the academic realm. Providing effective methods for detecting changes,
their characteristics, timing, and causal factors are all important for our under-
standing of languages and their evolution. Computational methods support the
acquisition of such knowledge and the formation and validation of various kinds
of hypotheses. However, other uses of the technology outside the academic field
are less discussed. Word meaning change is not only interesting to professionals
(e.g., linguists, historians, or librarians) but also to the wider public. For example,
many books discussing the origins and evolution of word meaning have been
published aiming at a wider readership, suggesting significant interest by aver-
age users in the histories of words. We think that computational approaches and
especially online interactive systems are important to help to further disseminate
knowledge about etymology.

Visual analytics have been increasingly applied in historical linguistics
(Schétzle & Butt 2020) by combining automated algorithms with interactive vi-
sual components to let us perform effective investigations through data manip-
ulation and presentation. In this context, several online visualization systems
and demonstrations supporting manual analysis have been proposed to com-
plement the research methods developed for detecting diachronic conceptual
change. They allow for verification of the results obtained from automatic meth-
ods or provide novel means for supporting manual determination of diachronic
conceptual change and its characteristics. In these systems the level of interac-
tivity and user freedom in querying the data, as well as the provision of features
enabling multidimensional analysis play crucial roles. Evaluation of these sys-
tems focuses on usability criteria and their user interfaces. Visualization systems
tend to be attractive as they provide either a complement to automatic analysis
or serve as the main tool for analysis, and not only for professionals and sci-
entists. Many of them are also particularly suited to lay users, especially if the
systems are intuitive and highly usable. Below, we discuss representative sys-
tems designed for learning about semantic change and we highlight several new
directions based on their analysis. Due to copyright restrictions, we can only
show the screenshots of few, selected examples.
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10 Computational approaches: Visualization systems and novel applications

1.1 Description- and frequency-based approaches

Starting with a simple example, the enhancement of definitions generated by the
Google word search engine for “definition queries” is an effective way to dissem-
inate basic information on words’ origins and patterns of popularity over time.
When given an input word, a standard definition can be complemented by an
additional click with a brief textual description of the word’s origin as well as its
frequency plot over time (see Figure 10.1 for an example). This service provides
historical context for word definitions that can support better understanding of
queried words and also trigger user interest in word histories by appending com-
plementary basic knowledge about the temporal evolution of word meaning. Al-
though users can see the change in the frequency of a word over time and read
brief information on the word’s origin, they still essentially have to guess about
the word’s meaning change over the entire span of time. Nevertheless, this appli-
cation is worth mentioning because, thanks to the popularity of Google search
services, information on word change (albeit rather superficial) can be widely
disseminated to the public through this service.

Go gle define love X

{-
0

Origin
GERMANIC OLD ENGLISH
lufu love

Old English lufu, of Germanic origin; from an Indo-European root shared by Sanskrit lubhyati ‘desires’, Latin
libet it is pleasing’, libido ‘desire’, also by leave? and lief.

Translate love to  Choose language

4

Use over time for: love

Definitions from Oxford Languages Feedback

~ Show less

Figure 10.1: Snapshot of an example output from Google search engine
for the query define love where simple information on the origin and
popularity of word love over time is given (image captured on 2021-01-
24).
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The Online Etymology Dictionary' is an easy-to-use system that draws on the
etymology of numerous words compiled from several dictionaries. The service
returns a short etymological description of an input word with dates indicating
the earliest year for which there is a surviving written record of its use.

The Google Books Ngram Viewer? (Michel et al. 2011) - another notable con-
tribution from the search engine company - is a powerful online application
for observing and analyzing the frequency of words or Ngrams over time. It is
based on the Google Books Ngrams datasets. The service has frequently been
used for digital humanities research and the like (e.g. Michel et al. 2011, Acerbi
et al. 2013, Bentley et al. 2014, Pechenick et al. 2015, Iliev et al. 2016). The tem-
poral frequency plots of several words or Ngrams can be contrasted with each
other. Users can choose a wildcard search (by putting * in place of a word in a
given phrase to obtain the top ten substitutions) or do a case-insensitive search.
Analysis based on parts of speech (POS) tags is possible (e.g., plotting frequencies
of tackle as either a verb or as a noun). It is also possible to plot the frequency
based on five composition operators (e.g., summing or subtracting the frequen-
cies of several expressions). Inflection-oriented search can be done (e.g., search-
ing with book INF a hotel returns results for book, booked, books, and booking
a hotel). The Ngram viewer allows the identification of words at the start or end
of sentences to be plotted. It provides dependency relations using the => oper-
ator. For instance, to understand how often tasty was used to modify the word
dessert one would input (tasty => dessert). This search combines frequencies
of all instances in which the word tasty modifies dessert, including tasty frozen
dessert, and tasty yet expensive dessert. Dependencies can be further combined
with wildcards (e.g., drink => * NOUN to track frequencies of expressions con-
taining different kinds of beverages as nouns). Nevertheless, because the viewer
is mainly based on the frequency signals of words (i.e., probabilities of seeing a
given Ngram or a set or composite of Ngrams in a given year), it does not pro-
vide a direct means for portraying exactly how a term was used in the past or
when its meaning transitions occurred. The viewer is thus best suited to cultur-
omics or cultural text mining studies and is similar to other tools available for
general purpose interactive exploration of diachronic corpora (e.g. Michel et al.
2011, Odijk et al. 2014, van Eijnatten et al. 2014, Jatowt & Bron 2016). Despite this
limitation, this application is worth mentioning because it uses extremely large
datasets coupled with basic manipulation capabilities, even though it does not
explicitly support analysis of semantic change.

Thttps://www.etymonline.com/
*https://books.google.com/ngrams
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10 Computational approaches: Visualization systems and novel applications

The online interfaces of several diachronic corpora created by Mark Davies
at Brigham Young University> provide effective options for users. Users can per-
form simple analyses without the need to write any code. For example, they can
generate frequency plots over time, examples of keywords in context (KWIC) at
different time points, and listings of collocates. However, the amount and level of
detail of the displayed data make it rather difficult to draw broader conclusions
about the semantics of words from a longitudinal perspective.

Hilpert & Gries (2008) apply a variant of hierarchical clustering called variabil-
ity-based neighbor clustering. The idea is to cluster adjacent time units (hence
the name “neighbor clustering”) if the frequency of a target term does not change
much. The resulting dendrogram allows for visual identification of time points of
large frequency change, which may indicate increased possibility of diachronic
sense shifts (e.g., due to sudden triggers like large events). No context is used for
a target word because the method relies only on the the frequency information
of a query word, which limits the applicability of this approach in representing
diachronic conceptual change of words.

Odijk et al. (2014) demonstrate an interactive environment that visualizes in-
formation on the volumes and correlations of words and documents across time.
Similar to Michel et al. (2011), their focus is more on understanding historical and
social aspects than on shifts in word meaning.

1.2 Context-based semantic approaches

Rohrdantz et al. (2011) use latent Dirichlet application (LDA) to represent the
different senses of words and track their intensity of change over time. Twenty-
five words before and twenty-five words after the target word are used as the
context of the term, following the suggestion given by Schiitze (1998) for auto-
matic sense discrimination. This approach allows one to notice various kinds of
semantic change in words, such as the broadening or narrowing of senses and
the first occurrences of senses, especially as all the topics are shown over time
in a single view. According to Rohrdantz et al. (2011), their interactive visual-
ization approach provides the possibility of detecting key patterns at a glance,
while at the same time observing the details of the data by zooming in on the
occurrences of particular words in their contexts. Additionally, the results of the
pairwise comparisons of word senses with respect to their shared contexts are
also displayed. The authors, however, restrict their system to only a short time
period, demonstrating results on the New York Times Annotated corpus, which
spans roughly two decades.

Shttps://corpus.byu.edu/
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Heylen et al. (2012) propose using a multidimensional scaling (Cox & Cox 2008)
technique with a window length of 4 words before and after the target word and
pointwise mutual information for weighting context terms. Heylen et al. (2012)
took this approach because they had observed that earlier automatic approaches
which use distributional models use them in an indirect, black-box fashion, fail-
ing to indicate particular semantic properties and relations that play key roles.
Motion charts from the Google Chart tools are then used to visualize occurrences
of nouns in a 2D representation of their semantic distances. Hovering a mouse
pointer over the bubbles denoting nouns shows the text in which each noun
occurs so that users can interpret the precise meaning of the occurrence of the
noun. In their case study, the authors focus on Dutch words extracted from Dutch
newspaper articles published between 1999 and 2005, which were organized in
218 synsets containing 476 nouns in total. Although they do not use the motion
feature of the charts, the authors note that it should be possible to track the cen-
troid of the tokens of a target word over time in the semantic space, and also to
show the dispersion of the tokens around the centroid.

Hilpert & Perek (2015) use animations in the form of animated scatterplots to
portray change in patterns over time using the metaphor of a petri dish. The
authors focused on a single pattern, “many a [noun]” as a case study. Spots on
the graphs represent nouns involved in the same pattern, and are plotted next
to each other if they have high similarity. The size of the spot is linked to the
frequency of a noun or noun type in a particular time unit. During the animation,
the changes in the size and distances of spots provide knowledge of different uses
of the pattern over time.

Dimensionality reduction techniques such as principal components analysis
(PCA), latent semantic analysis (LSA) or the popular t-distributed stochastic
neighbor embedding (t-SNE, van der Maaten & Hinton 2008)* have been fre-
quently used to plot “trajectories” of word meaning over time in vector spaces
using 2D plots. By showing points that represent the meaning of the same words
at different years or decades on the same 2D plot (see, e.g., Hamilton et al. 2016a,
Kulkarni et al. 2015), and optionally connecting them with arrows, a single static
view can show how the words changed their meaning over time, by simply fol-
lowing their “trajectories”. Typically some background reference terms are added
along these “trajectories” to ground and explain the meaning.

Martinez-Ortiz et al. (2016) introduce a system called ShiCo for visualizing
shifting concepts of Dutch words over time. It measures change in words used to
refer to concepts based on a model previously introduced by Kenter et al. (2015).

*https://lvdmaaten.github.io/tsne/
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10 Computational approaches: Visualization systems and novel applications

This model requires a series of semantic spaces that are constructed by training
word embeddings (e.g., word2vec) for different units of time (typically, each unit
spans 10 years). It is based on two steps, generation and aggregation. The genera-
tion step works in an iterative fashion. An initial seed set is selected that typically
consists of a small number of user-provided terms. Then, words most semanti-
cally similar to the seed set are found based on similarity values between word
embeddings. A semantic graph is constructed from these terms, and the central
terms are extracted using graph centrality measures. Next, the central terms are
used as the seed set for the next iteration of the generation step. In the aggre-
gation step, the lists of words produced in the generation step are aggregated
to generate the final word lists to be presented to the user. The visualization by
Martinez-Ortiz et al. (2016) is composed of two kinds of complementary graphs:
a stream graph and a series of network graphs. The former shows color-coded
streams for each term; the stream sizes represent the relative importance of the
term in a period. This importance is measured either as a term count in each time
unit or as a sum of the similarities of the term to the seed terms. The network
graphs for each time unit display the relations between terms in the time unit.

Xu & Crestani (2017) use term clouds and a heatmap to visualize semantic
shifts of target words by utilizing sequentially trained embedding vectors with
initialization based on previous time periods, as proposed by Kim et al. (2014).
They use The New York Times and National Geographic Magazine articles for the
underlying datasets, which span about 110 years. Following Martinez-Ortiz et al.
(2016), a temporal semantic similarity word cloud is used to show terms most
similar to a target query for a given time unit. As in standard term clouds, the
font size of the terms is linked to their similarity to the query word. Heatmap
views let users see the similarity values of the terms most similar to the target
term in each year, using colors. The y-axis of the heatmap is a list of words and
the x-axis is a list of temporal periods such that for each given word (each row)
one can understand the pattern of the change in the similarity of this term to the
target term (also called anchor term). The results from the The New York Times
and National Geographic Magazine are then contrasted with each other.

Jatowt & Duh (2014) describe an analytical framework that incorporates dif-
ferent types of similarity plotting. The plots include across-time self-similarity, a
decade-to-decade similarity heatmap, across-time sentiment analysis, diachronic
comparative word analysis, and key context term listing. They use both the
Google Books Ngrams and COHA datasets. The signals from the different views
(e.g. frequency analysis, semantic analysis, and sentiment analysis) can be com-
bined to allow for multi-evidence-based reasoning on diachronic conceptual
change. Two different word representations are used: a simple bag-of-words, and
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a distance-aware bag-of-words, where the distance used is the relative position
of a context term to the target term. For simplicity, the sentiment values of con-
text terms are assumed to remain stable over time when computing the change
of the sentiment of the target term’s context.

Their work resulted in the development of an online interactive system for
diachronic conceptual change analysis (Jatowt et al. 2018) (see Figures 10.2, 10.3
and 10.4).° The system enables detailed analysis of diachronic conceptual change
from different viewpoints, such as word’s context comparison across-time, tem-
poral term cloud, and temporal term tree generation. It can also perform con-
trastive analysis of word pairs (see Figure 10.2) of larger groups of words such as
synonyms. The results can be generated using both the Google Books Ngrams
and COHA datasets. Pearson correlation, cosine similarity, and Jaccard similarity
can be used as similarity measures of word representations from different time
points. Jatowt et al. (2018) recommend that diachronic conceptual change over
time should be contrasted with term frequency plots (as also suggested by Kim
et al. 2014), since together both provide a more informed view on how often and
in what sense a term was used in the past. Any conclusions drawn from semantic
change plots should be treated with caution when the frequency plot of a target
term shows a low utilization rate. To better visualize the word change in relation
to the average change of other words, the degree of the target word’s change
over time is also displayed with reference to the average change of words in the
same frequency bin as the target word.

The system has another novel feature that allows the change in individual
context terms over time to be investigated in the form of a time-enhanced term
cloud (see Figure 10.3) and time-enhanced term tree (see Figure 10.4). Finally, the
framework provides a unique functionality to track the semantic shifts of entire
concepts represented as word sets, for example, the concept of a vehicle repre-
sented by words like auto, automobile, car, truck, and so on.

Hellrich et al. (2018) proposed JeSemE, the Jena Semantic Explorer,® which
is an interactive website for visually exploring temporal information on word
meanings and lexical emotions on the basis of five large diachronic text cor-
pora in English and German, including COHA and Google Books English fic-
tion. A unique feature of this system is the provision of predicted emotion val-
ues of words over time based on the valence-arousal-dominance (VAD) scheme
of Bradley & Lang 1994. It also shows similar words and specific contexts of a
query word. Figure 10.5 and 10.6 show example outputs.

*http://www.okayama.silk.jp/WordEvolution/
Shttp://jeseme.org/
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Contrastive Similarity Analysis of Word Pair over Time
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Figure 10.2: Snapshot of an example output from the diachronic concep-
tual change analysis system for comparing the words mail and letter
that displays their similarity plot over time, frequency plots and the
contrasted lists of top-frequent context term at 1980s and 2000s (im-
age captured on 2021-01-24).
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Temporal Word Cloud
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Figure 10.3: Snapshot of an example output from the diachronic con-
ceptual change analysis system which shows a part of temporal term
cloud of context words for the input word love (image captured on 2021-
01-24).
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Word Tree of “love”
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Figure 10.4: Snapshot of an example output from the diachronic con-
ceptual change analysis system which shows a part of temporal term
tree for the input word love (image captured on 2021-01-24).
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Figure 10.5: Snapshot of an example output from JeSemE for the word
love which shows the similarity of similar words to the input word and
associated emotions over time (image captured on 2021-01-24).
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Figure 10.6: Snapshot of an example output from JeSemE for the word
love which shows specific context words and relative word frequency
over time (image captured on 2021-01-24).
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1.3 Dictionary-based approaches

Theron & Fontanillo (2015) demonstrate an interactive visual tool for advanced
analysis of the data in Spanish historical dictionaries. Their approach is unique as
they utilize different editions of Spanish language dictionaries over time: the 1780,
1817, 1884, 1925, 1992 and 2001 editions provided by the Royal Spanish Academy.
In this method the dictionary editions are arranged in a matrix in columns (right
to left in chronological order), while the meanings of a word are placed on the
rows (top to bottom in ascending order). Lines are drawn to connect related
meanings across time, with the connection computed using NIST or BLEU met-
rics (Zhang et al. 2004), which are frequently utilized in evaluating machine trans-
lation or summarization accuracy. Starting from the most recent dictionary, a
particular meaning is connected to its closest meaning in the previous dictio-
nary; if there is nothing that satisfies the predefined similarity threshold, then
the procedure is repeated with the older dictionary. Connecting lines can have
branches in cases of bifurcation or merging of meanings. Theron & Fontanillo
(2015) call the resulting diagrams diachronlex diagrams. The diagrams can be fur-
ther improved by collapsing nearby lines with similar temporal patterns or by
simplifying branches. Furthermore, users with editing rights can annotate mean-
ings or change their associations.

1.4 Systems for analyzing lexical replacement

Mazeika et al. (2011) focus on semantically similar entities from different time
periods to provide visual support in analyzing lexical replacement, particularly
for entities. They extracted named entities from the Yet Another Great Anthology
(YAGO) database to provide a visual analytics tool to analyze the evolution of
named entities in the New York Times Annotated Corpus. Name changes are not
tracked, but the tool offers a visualization of the evolution of an entity in relation
to other entities.

Investigation of lexical replacement and temporal analogy are also possible
in the aspect-based temporal analog retrieval (ATAR) system (Zhang et al. 2019)
which uses perceptrons to compute transformations between present and past
vector spaces trained on the present and past participles, respectively. For a user
query (e.g., euro) and its defining aspect or sense (e.g., currency) a list of analogical
terms is produced based on the analysis of its past document collection, together
with an extracted representative sentence for each output term (see Figure 10.7).
The sentence provides a typical context in which an analogous word was used in
the past, using the output style dubbed KWECT (keyword in exemplar context
at time), similar to the traditional KWIC (keyword in context) style.
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TempoAnalogus

Query in [2002,2007] Past time period: Method: Aspect term:

euro Select a time period j Select a method :I currency

Ternporal counterpart of euro biased on currency in [1987, 1991] is:

1. francs : 0.609
but about nine billion francs, or $250 million, of the aid depends on sabena's obtaining six billion francs, or about $166 million, from a partner.

2. belgian_francs : 0.574
lead: carlo de benedetti doubled his public offer tonight for societe generale de belgique's shares, from 4,000 belgian francs a share, or about $113, to 8,000 francs in an attack on the
french-belgian coalition that claims to have 52 percent of the vast holding company's capital

3. lire 1 0.56
lead: *3"** company reports ™ *3* de tomaso industries year to dec 31 1988 1987 sales 207,363,000 201,123,000 net loss 29,443,000 12,822,000 results are translated from italian lire
at the exchange rate prevailing at dec.

4. zloties : 0.544
the new official rate, which applies only to foreign tourists and foreign trade dealings, is 710 Zloties to the dollar, compared with 680 on friday.

5. lira : 0.538
lsad: european officials were expected to consider devaluing the french franc and italian lira against the west german mark this weekend as the german currency's huge rise against
the dollar intensified strains within the european monetary system.

6. pecent : 0.538
5 percent stake in mixte to 30 percent, and mixte will cut its 12 pecent stake in the bank to 9.

7. billion_pesetas : 0.537
22 billion, for the week ended wednesday, the investment company institute said thursday.

8. dow_industrials : 0.536
the dow theory provided a bullish confirmation on tuesday, and another one yesterday, as the dow jones transportation average moved to record levels, while the dow jones industrial
average climbed fo its highest level since the 1987 crash.

9. pound_sterling : 0.534
but ronald holzer, chief dealer for the harris trust and savings bank in chicago, said the dollar's rise against sterling was muied by the british currency's strength against the german
mark and a flurry of other trading that helped the japanese yen and hurt the swiss franc.

10. volume_shrank : 0.533

gains in agricuiture sector the nation's trade surplus in agriculture jumped sharply despite the drought, the deficit in trade with japan dropped 15 percent and the nation's bill for
imported oil declined as volume shrank and prices eased.

Figure 10.7: Snapshot of an example output from aspect-based tempo-
ral analog retrieval system (ATAR) for the query word euro under the
aspect of currency (image captured on 2021-01-24).

1.5 Summary and observations

Visualization and analysis of diachronic conceptual change belong to an emerg-
ing and powerful research field of interactive visualization for computational
linguistics (Collins et al. 2008). Its purpose is to let users understand models of
language and their abstract representations, and to visually uncover patterns in
language. In view of the inherent complexity of tracking word senses and un-
derstanding their shifts over time, we expect an increase in the availability and
popularity of visual, interactive approaches to diachronic corpora. A similar con-
clusion was reached by Tang (2018), who considers further use of data visualiza-
tion techniques to prove hypotheses as one of the core issues to be solved. Below
we list several approaches and future directions.

- Easy to use and attractive services should be built to allow non-
professional users to freely investigate histories of any words they are in-
terested in, and to appreciate their language. Entertaining visualizations
and explanations would attract many interested visitors. Automatically
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generating accessible explanations and suggesting interesting words to ex-
plore would be beneficial (see Section 2.4 for the discussion of example
query recommendation techniques).

« It is often difficult to precisely determine the exact time of sense change,
let alone accurately determine the nature of the change. Sometimes several
conflicting conclusions or hypotheses can appear simultaneously valid,
prompting scientists and professionals to look at the results from differ-
ent angles and use different datasets as well as visualization techniques.
Hence, frameworks providing multiple views or analysis angles, and using
parallel datasets, should be especially useful (e.g. Jatowt et al. 2018, Kalouli
et al. 2019, Hellrich et al. 2018). Related to this is the role of a word’s fre-
quency over time as calculated for the particular corpus used in the analy-
sis. This can work as a confidence measure for observed semantic change.
It is is also helpful to contrast semantic analysis results of similar or related
words, or words associated with the same concept (e.g. Jatowt et al. 2018).

+ Previous analyses (Hamilton et al. 2016b, Pagel et al. 2007, Lieberman et
al. 2007) have revealed differing average degrees of change of very fre-
quent and less frequent words, although the influence of frequency on the
semantic change degree was later found to be smaller than expected (Du-
bossarsky et al. 2017). Investigating historical data such as the degree of
the target word’s change over time could be referenced to the average de-
gree of change of words in the same frequency bin as the bin of the target
word.”

« When evaluating these systems, it is common practice to investigate par-
ticular cases to determine whether the results support expectations or
existing knowledge about diachronic conceptual change. The same type
of evaluation is done with general purpose information visualization sys-
tems (Carpendale 2008). The investigation can extend to checking whether
novel kinds of information can be obtained. We think that more system-
atic and extensive evaluation frameworks should be applied to determine
whether new systems really help to find changes. New systems should
also be compared with other systems to determine their strengths as well
as their weaknesses. The unsupervised lexical semantic change detection
task (Schlechtweg et al. 2020) at SemEval-2020 is an example of a stan-
dardization initiative to evaluate algorithms based on a shared dataset and
evaluation metrics.

7 As, for example, in Jatowt et al. (2018).
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« Finally, systems designed primarily for visualization and interactive anal-
ysis of syntactic change in historical linguistics such as HistoBankVis
(Schitzle & Butt 2020) and ParHistVis (Kalouli et al. 2019) can provide
novel insights for building interactive tools for semantic analysis. Com-
prehensive visual analytics frameworks for historical linguistics could em-
brace both semantic and syntactic change and their interrelation to enable
the comprehensive study of change in linguistic phenomena over time.

2 Applications of computational analysis of semantic
change and lexical replacement

The remainder of this chapter deals with several applications of approaches de-
signed for computational modeling, analysis of semantic change, and lexical re-
placement. In particular, we focus on the use of the technologies outside the core
objective of analyzing the change in word meaning per se, that is, aiming to re-
veal knowledge of a word’s history. The techniques developed for diachronic
conceptual analysis and the findings from their use can be beneficial for vari-
ous applications and services that deal with old texts or documents in long-term
document archives. We discuss some current as well as promising future appli-
cations, especially within computer and information sciences. We note that our
overview is in no way definitive and exhaustive, as many computational pro-
cesses applied to old texts could benefit from the techniques and discoveries in
the field of computational approaches to semantic change.

2.1 Semantics-aware culturomics

Michel et al. (2011) coined the term culturomics — the study of cultural and histor-
ical phenomena based on large textual data. In their seminal paper the authors
demonstrate changes in the frequencies of selected words that reveal high-level
cultural or abstract change occurring in a society over time. As one example, they
contrast the popularity plots of the words men and women to provide evidence
for the increasing social role and emancipation of women in recent decades. The
work by Michel et al. (2011) inspired many similar studies using the Google Books
Ngrams datasets (e.g. Acerbi et al. 2013, Bentley et al. 2014, Pechenick et al. 2015,
Iliev et al. 2016) or other diachronic corpora (e.g. Hills & Adelman 2015, Snefjella
et al. 2018, Kutuzov et al. 2017), as well as other languages (e.g. Viklund & Borin
2016, Hengchen et al. 2019, Marjanen et al. 2020).

While the approach of culturomics relies on investigating change in the us-
age intensity of words, and especially the data around their first appearances, it
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should be extended to also consider fluctuations in the meaning that words rep-
resent. Tahmasebi & Risse (2017) discuss the utility of automatic sense detection
for archive users and digital humanities research. They propose a sense-based
approach to capture changes related to the usage and culture of a word. We also
believe that correctly recognized shifts in term meanings should be accounted for
in order to produce reliable data in any cultural study based on the analysis of the
aggregate statistics obtained from term occurrences and term relations over time.
Fridlund et al. (2019) attempted to estimate the number of certain types of events
(in particular, terror attacks) in the past, portraying the societal responses based
on a diachronic document collection (e.g., news archives spanning a longer time
period). Inspired by their work, we take as an example a political demonstration.
Simply issuing direct queries such as political demonstration to a search engine
indexing a document archive would be insufficient, and would likely produce
inaccurate results. This is because the term demonstration and its close deriva-
tives were probably not used in the past to indicate a public show of feelings
in support of or against something, or at least one cannot assume this was al-
ways the case. Past meanings of demonstration, political demonstration or public
demonstration probably did not exactly correspond to their contemporary mean-
ings. Many events that would currently be regarded and labeled as such would
be missed during the data collection. In addition, some false negatives can be
identified if one does not properly take into consideration diachronic semantic
change.® On the other hand, equipped with knowledge of actual terms used in the
past and accounting for semantic variations in the known term and related ones,
the researchers could more accurately collect data and more credibly represent
the true frequency of target types of incidents over time. In general, semantic
change awareness should improve trustworthy, precise collection building and,
by extension, culturomics studies in general.

While the approaches were usually developed for long-term sense tracking
and analysis (over decades or centuries), recently researchers have also focused
on analyzing diachronic change over shorter time spans such as a few years
(Dodds et al. 2011, Danescu-Niculescu-Mizil et al. 2013, Eisenstein et al. 2014, Goel
et al. 2016, Del Tredici & Fernandez 2018). Short-term change is intensified nowa-
days due to the popularity of the Web, the high dynamics of social media, and the
dramatic increase in the speed of information exchange brought about by novel
communication and Web technologies. These all mean that lexical change can

8In our example, the sense of demonstration as a ‘public show of feeling by a number of persons
in support of some political or social cause’ dates back to 1839 (https://www.etymonline.com/
search?q=demonstration).
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now materialize in much shorter time frames than in the past. The technologies
developed for semantic change analysis over long-span diachronic corpora could
be adapted for cultural studies drawing on temporal and social aspects of social
media.

2.2 Natural language processing

We expect that many text processing tasks ranging from POS tagging, grammat-
ical dependency detection, semantic role labeling, named entity extraction and
linking, and sentiment analysis to language inference could benefit from correct
estimation of word senses present in past documents. Currently, post-OCR error
detection and correction are among the most common text processing proce-
dures applied to old texts. Automatically detecting and correcting errors in OCR-
processed historical texts (Chiron et al. 2017) could also benefit from the research
on diachronic conceptual change. This is because knowledge of a word sense
that is expected at a given position in a text should help to determine whether
the word at that position is erroneous or not (especially in the case of so-called
“real-word errors” which are misspellings that result in valid words). This pro-
cess should also help to generate the most plausible substitutes if the word is
deemed an error.

2.3 Document analysis and understanding

We expect that knowledge of change in the diachronic semantics of words consti-
tuting a document created at a certain time in the past should help in the analysis
of the document (Tahmasebi 2013). Below we discuss three examples.

2.3.1 Providing temporal context to support analysis of past documents

Jatowt et al. (2019) proposed viewing a past document through the lens of its
time by utilizing knowledge of the change in the frequency and semantics of
words contained in the document (e.g., based on a large diachronic corpus such
as Google Books Ngrams). The document in context of its time (DICT) visual-
ization style lets users (e.g., professionals such as historians or other humanities
researchers studying old literature) observe whether the words in the document
were frequently used or were rather rare at the time of the document’s creation.
This helps to locate neologisms and archaisms used by the document’s author.
Furthermore, words that have changed their meaning when compared to a given
specified date (e.g., a present time) are identified in text. Together, these functions
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let users better understand the writing style of the author, which can be impor-
tant in literature studies, and let them “connect” the document to the words and
their senses commonly used at the time the document was created.

2.3.2 Comprehensibility of past texts

Another possible application is to support comprehensibility of past documents.
Methods designed to estimate the reading difficulty of past documents could then
be incorporated into archival retrieval engines and recommendation systems, so
that relevant past texts are provided that current users can understand. Many of
the methods described in this book could then be useful, as awareness of changes
in word meaning over time could lead to increase the ease of reading and com-
prehension, as suggested by Tahmasebi & Risse (2013). One application would
be to design extensions to traditional readability indexes to cover the additional
difficulty caused by the semantic change. Other examples of initiatives in this
direction are highlighting words in old texts that have undergone considerable
change, as suggested by Jatowt et al. (2019), and/or clarifying their actual senses
to improve comprehension by the average reader. The work of Tran et al. (2015) is
related to this idea of COMPREHENSION-FOCUSED DOCUMENT ENRICHMENT. They
propose recontextualizing past texts by enriching them with explanatory con-
tent extracted from Wikipedia, although Wikipedia does not explicitly focus on
diachronic conceptual change.

2.3.3 Diachronic text evaluation

Diachronic conceptual change detection and exploration can also be applied to
support the date of origin detection. This task is also called DIACHRONIC TEXT
EVALUATION (DTE) (Popescu & Strapparava 2015). Many of the DTE solutions
rely on information about word occurrence in the past, with the underlying hy-
pothesis that if a document contains many words that were common at a given
time point in the past, it is likely that it was created/published at that time point.
This is especially the case if the words were rarely used at other time points
(see, e.g. Kanhabua & Nervag 2009, Chambers 2012, Szymanski & Lynch 2015,
Jatowt & Campos 2017). Including information on diachronic conceptual change
could further improve the performance of DTE, as demonstrated by Frermann &
Lapata (2016) through task-based evaluation of a Bayesian model of diachronic
meaning change. This is because additional information on a word’s sense (or
the probability distribution over its known senses) can be utilized alongside the
frequency-based signal to more precisely determine age.
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2.4 Information access and recommendation
2.4.1 Query suggestion and content ranking

Semantic change detection techniques can enhance information access and re-
trieval for users of digital libraries and digital archives. For example, at the query-
level, effective query suggestion and correction techniques can be provided based
on the computation of across-time analogies and present-to-past semantic rela-
tions. These could help users who lack the specific vocabulary of things common
in that era to select appropriate query terms. Berberich et al. (2009) and Holz-
mann et al. (2012) discussed direct application of a method for finding analogical
entities across time to information retrieval, mainly for query suggestions.
Recently, some work has aimed at across-time content retrieval and matching
to enable novel information access approaches in news archives. For example,
semantic term matching was used for extracting and summarizing comparative
sentences (Duan & Jatowt 2019), computing temporal analogies (Zhang et al. 2015,
Szymanski 2017) or estimating the contemporary relevance of past news arti-
cles, defined as the degree of the utility and attractiveness of old news articles to
present-day users (Sato et al. 2019). Morsy & Karypis (2016) also propose using
information about language change in document similarity computation.

2.4.2 Recommending words with interesting change history

As mentioned earlier, etymological knowledge is not only interesting to profes-
sionals such as linguists, historians, or librarians, but also to the wider public.
Educators could use it to make students aware of etymological developments
and arouse their interest in learning about language and history. Computational
approaches and particularly online interactive systems could help to further dis-
seminate knowledge of word etymologies. For such systems to be effective and
attractive, it would be beneficial to recommend interesting words to be explored
by non-professional users. Explanation of past meanings of words like gay or
nice, for example, tends to surprise lay users who are not aware of them, and
triggers questions on the reasons for the change. Existing systems for exploring
diachronic conceptual change require users to provide words as the input. As
average users may not know what words to search for, recommending sample
queries to explore and learn about semantic change could be a useful option to
attract or entertain users. Unique or specific input words could be recommended
based on the shapes of their self-similarity plots over time (e.g., words that re-
tained stable senses over a long time, or that underwent significant semantic
shifts within short time frames) (Jatowt et al. 2018). Finally, suggesting words
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that show interesting or unexpected semantic changes could be used to provide
attractive content on specialized websites, or even might inspire new books di-
rected at the average reader.

2.5 Temporal summarization and trend detection in domain-specific
diachronic collections

Detecting shifts in word senses can also be limited to specific domains such as
scholarly or legal documents. For example, Degaetano-Ortlieb & Strétgen (2017)
analyze differences in frequency, meanings and the underlying temporal scopes
of temporal expressions used in scientific writing from 1665 to 2007.

From an application viewpoint, semantic analysis of specialized terminology
could help in detecting emerging trends (Dridi et al. 2019) and in summarizing
entire domain-specific collections (Mohd Pozi et al. 2020). For example, Dridi et
al. (2019) propose detecting emerging trends in scholarly publication collections
in computer science and bioinformatics. Rather than employing citation analysis
or straightforward frequency-based trend assessment, as has been usually done,
the authors use temporal word embeddings to observe shifts in scientific lan-
guage over several decades. A simple improvement of this approach would be to
use contextualized embedding models pre-trained on domain-specific collections
such as SciBert, which was trained on scholarly corpora (Beltagy et al. 2019). An-
other option is to consider specialized term extraction techniques such as ones
based on recognizing meaning shifts between general and domain-specific lan-
guage (Hatty et al. 2019).

A further extension is debiasing semantic change of analyzed words by consid-
ering the overall change direction of the collection. Such temporal normalization
in domain-constrained collections would remove the overall, average drift that the
collection underwent over time based on the evolution trajectory of the words
studied. This will help to better represent the specific semantic change of these
words. Techniques for gender-specific and other kinds of debiasing of word em-
beddings could be adapted (Bolukbasi et al. 2016, Kaneko & Bollegala 2019).

In general, change detection, temporal summarization, emerging trend de-
tection, and other similar tasks in domain-constrained document collections
are promising applications for the computational tools of diachronic semantic
change detection and analysis.
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3 Conclusions

Recently, we have witnessed many developments and advances in methods for
recognizing, analyzing and understanding diachronic semantic change and lexi-
cal replacement. In this chapter, we discussed examples and applications of these
methods besides the usual purpose of supporting research in historical linguistics
by revealing unknown change and improving understanding of known change.
We began by surveying representative visual systems that can help the wider
public and non-professional users investigate evidences of semantic change and
so learn about word etymology and evolution. Finally, we discussed the possibil-
ities of enhancing and improving downstream applications in NLP, information
retrieval, and related fields.
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Abbreviations

ATAR  aspect-based temporal analog retrieval

IR information retrieval

KWIC keyword in context

LSA latent semantic analysis
NLP natural language processing

OCR  optical character recognition
PCA  principal component analysis
POS part of speech

YAGO Yet Another Great Anthology
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