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The present chapter applies text classification to test how well we can distinguish
between texts along two dimensions: a text-production dimension that distingui-
shes between translations and non-translations (where translations also include
interpreted texts); and a mode dimension that distinguishes between and spoken
and written texts. The chapter also aims to investigate the relationship between
these two dimensions. Moreover, it investigates whether the same linguistic fea-
tures that are derived from variational linguistics contribute to the prediction of
mode in both translations and non-translations. The distributional information
about these features was used to statistically model variation along the two di-
mensions. The results show that the same feature set can be used to automatically
differentiate translations from non-translations, as well as spoken texts from the
written texts. However, language variation along the dimension of mode is stronger
than that along the dimension of text production, as classification into spoken and
written texts delivers better results. Besides, linguistic features that contribute to
the distinction between spoken and written mode are similar in both translated
and non-translated language.

1 Introduction

In the present contribution, we analyse translation as a product which possesses
a number of linguistic characteristics expressed in its linguistic features. These
linguistic features make translation look different from other language products.
Translation variation is influenced by various dimensions such as language, regis-
ter, text production and expertise (Lapshinova-Koltunski 2017). They are related
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to the constraint dimensions as defined by Kotze (2019: p. 346) who sees transla-
tion as a constrained language variety. These varieties are probabilistically condi-
tioned by various interacting dimensions that allow for modelling their variation.
Mode! and text production are amongst the five dimensions described by Kotze
(2019: p. 346). The focus of this paper is on the variation in English-to-German
translation that involves the dimension of mode, i.e. variation between spoken
and written language production. We believe that such variation is manifested
by the linguistic features of written and spoken translations (also referred to
as ‘translations’ and ‘interpretations’, respectively), e.g. preferences for modality
meanings, proportion of nominal or verbal phrases and others. These features
should allow us to analyse and model the dimensions involved. Methodologically,
we focus on the quantitative distributions of these linguistic features reflected in
the lexico-grammar of texts.

In the following, we analyse language variation in translation products that in-
clude both translations and interpretations. Our focus is on mode in translation
products - differences between English-to-German translations vs. interpreta-
tions. We also analyse differences between translated and non-translated texts
in German. These differences correspond to the variation along the dimension
of text production. Based on existing studies in the area of translationese, in-
terpretese and variational linguistics (see §2) we expect that the variation along
the dimension of mode should be stronger than that along the dimension of text
production. We are interested in the linguistic features that contribute to the dis-
tinction between spoken and written mode in both translated and non-translated
language.

The remainder of the paper is organised as follows: §2 provides an overview
of the related work and theoretical background; we give details on the data and
methods used in our analyses in §3; §4 is dedicated to our results and analysis;
we conclude and point to some issues for discussion and future work in §5.

2 Related work and theoretical background

2.1 Translationese

We rely on studies on translationese (Baker 1993; Toury 1995; Bernardini & Fer-
raresi 2011; Teich 2003: among numerous others) showing that translated texts
have certain linguistic characteristics in common which differentiate them from
original, non-translated texts. These differences, however, do not point to the

Kotze (2019: p. 346) calls this constraint ‘Modality and register’.
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quality of the texts, as claimed by Gellerstam (1986) and empirically shown by Ku-
nilovskaya & Lapshinova-Koltunski (2019). Translationese is rather a statistical
phenomenon, and the differences are reflected in the distribution of lexico-gram-
matical, morpho-syntactic and textual language patterns that can be organised
in terms of more abstract categories often called features of translations. These
include simplification (Toury 1995), explicitation (Olohan & Baker 2000; @veras
1998), normalisation and shining-through (Bernardini & Ferraresi 2011; Teich 2003;
Scott 1998) and convergence (Laviosa 2002). Since the differences between trans-
lated and non-translated texts are of statistical character, they can be uncovered
automatically. Recent studies on translationese employ automatic detection tech-
niques using various feature constellations. One of the first works in this area
is (Baroni & Bernardini 2006). They use n-grams for word forms, lemmas and
parts-of-speech (POS) which represent lexical and grammatical features in a su-
pervised scenario? to differentiate between translated and non-translated texts.
Ilisei et al. (2010) use a number of simplification-related features to successfully
differentiate between translated and non-translated texts with machine-learning
algorithms. A number of translationese indicators have been applied in an un-
supervised approach to automatic classification between translations and orig-
inals by Volansky et al. (2015). Linguistically interpretable features were used
by Kunilovskaya & Lapshinova-Koltunski (2020), who automatically differenti-
ate translated Russian and German from originals in both languages. They pro-
ceed bottom-up in their feature definition and try to identify translationese ef-
fects based on the results of corpus analysis.

2.2 Variational linguistics

We refer to studies in variational linguistics, such as Systemic Functional Linguis-
tics (SFL, Halliday 2004; Halliday & Matthiessen 2014) and genre or register stud-
ies (Biber 1995; Neumann 2013). Following these studies, language varies accord-
ing to the context of use. To account for a functional organisation of language,
the framework offers contextual configurations, i.e. three variables characteris-
ing the level of context: Field, Tenor and Mode of discourse.?> These variables

2Supervised machine learning, also referred to as text classification, is an approach for discov-
ering groupings in multivariate data sets. In a supervised scenario, we know what groupings
we can expect in the data, and the question is whether the data under analysis support these
groupings (see Baayen 2008: p. 118). In an unsupervised scenario, we do not know what group-
ings exist in the data and an algorithm tries to identify any groupings by extracting features
and patterns on its own.

5Note that Mode of discourse does not correspond to mode of production that we use to differ-
entiate between spoken and written text. Mode of discourse is related the role of the language
in the interaction.
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correspond to sets of specific lexico-grammatical features. Field of discourse is
realised in term patterns or functional verb classes. Tenor of discourse is realised
in stance used by speakers or modality expressed by modal verbs. Mode of dis-
course relates to Theme-Rheme structure and cohesive relations. Linguistic fea-
tures inspired by SFL and genre or register studies have been used in the analysis
of contextual variation of translated texts. For instance, Evert & Neumann (2017)
apply them for intralingual and cross-lingual variation in both translated and
non-translated text. Lapshinova-Koltunski & Martinez Martinez (2017) use vari-
ous categories of cohesive relations (related to the parameter of Mode) to auto-
matically differentiate between spoken and written texts in English and German.
This is one of the few works known to us that analyses differences between spo-
ken and written texts with machine learning techniques. The authors succeed in
automatically identifying the dimension of mode in non-translated texts.

2.3 Interpretese

In terms of the dimension of mode in translation, there are fewer studies on in-
terpretese (Kajzer-Wietrzny 2012; Defrancq et al. 2015; He et al. 2016; Bernardini
et al. 2016; Ferraresi & Mili¢evi¢ 2017; Dayter 2018; Bizzoni & Teich 2019). They
show that interpreted texts possess linguistic features that differentiate them not
only from translated texts but also from other language products. In our work, we
aim to analyse the differences not only between interpreted and translated texts,
but also between interpreted, non-interpreted and non-translated texts. With this
goal in mind, we follow work by Shlesinger & Ordan (2012) who claim that modal-
ity (corresponding to our notion of mode dimension) exerts a stronger effect than
ontology (corresponding to our notion of text production). This means that the
dimension of mode (i.e. whether a text is spoken or written) has more influence
than the dimension of text production (whether a text is a translation or an orig-
inal).

3 Methodology

3.1 Hypotheses and research questions

Our research questions are based on our assumptions given in §1 above.
Research Question 1 (RQ1) First of all, we are interested in language variation
along the dimension of text production. So, we would like to find out if we can

automatically differentiate between translations and non-translations indepen-
dently of the mode production (whether spoken or written).
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9 Analysing the dimension of mode in translation

Research Question 2 (RQ2) This research question is related to the analysis of
mode in translation - differences between written and spoken translations. We
aim to find out if we can automatically detect mode in translation.

Research Question 3 (RQ3) We would like to know if it is easier to automati-
cally detect text production (differentiate between translations and non-transla-
tion) or mode (spoken and written translation) with an assumption that variation
along the dimension of mode is stronger than that along the dimension of text
production.

Research Question 4 (RQ4) We are also interested in the linguistic features
that contribute to the distinction between spoken and written mode. Specifically,
we want to find out if the same features are responsible for the variation between
translations and interpretations and between written and spoken texts.

3.2 Corpus resources

For our analyses, we use written and spoken data that is derived from the Eu-
ropean Parliament, so that all the subcorpora belong to the same register. We
include transcribed interpretations and translations (spoken and written transla-
tions) from English into German (INTER and TRANS) and comparable German
originals — transcriptions of European Parliament speeches by native speakers
of German and published written speeches in German (GO-SP and GO-WR). The
spoken part (transcribed speeches in German and interpretations from English
into German) is taken from EPIC-UdS (Karakanta et al. 2019), whereas the writ-
ten part (published written speeches in German and official translations from
English into German) is taken from Europarl-UdS (Karakanta et al. 2018). We
provide details on the size of the subcorpora in terms of number of texts (txt),
sentences (sent) and tokens (token) in Table 9.1. As seen in the table, the ‘spoken’
subcorpora are much smaller.

All the texts in the subcorpora at hand were automatically annotated with
information on token, lemma and part-of-speech based on the Universal Depen-
dency framework (Nivre et al. 2019; Straka & Strakova 2017). The texts are en-
coded in CWB and can be queried with the help of Corpus Query Processor (CQP,
Evert & Team 2019), which is a part of the Corpus Workbench (CWB, Evert
& Hardie 2011). They are also available in CQPWeb* supported by CLARIN-D.

*http://corpora.clarin-d.uni- saarland.de/cqpweb
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Table 9.1: Size of the subcorpora under anaylsis

subcorpus txt sent token
TRANS 575 169,016 3,994,177
INTER 137 3,409 61,631
GO-SP 165 4,076 59,896
GO-WR 1072 427,775 8,954,768
TOTAL 1,949 604,276 13,070,472

These annotations facilitated the extraction of features for our analysis as de-
scribed in §3.3. The accuracy of our feature extraction is thus dependent on the
accuracy of the automatic annotation. The respective model performance is 99.9%
for words, 80.9% for sentence borders, 91.7% for universal parts-of-speech and
95.4% for lemmas.’

3.3 Features

In our approach, we use a set of features derived from variational linguistics (see
§2.2 above). As already mentioned above, the frameworks offer three context pa-
rameters for language variation that correspond to various lexico- grammatical
patterns. Table 9.2 illustrates the features used, as well as the language patterns
they represent within a text. The first column in the table contains the corre-
sponding contextual parameter of variation, the second column includes exam-
ples of features formulated in abstract categories, and the third column shows
examples of language patterns serving as operationalisations for the features.
Overall, we use 17 lexico-grammatical patterns. Four of those are patterns re-
lated to the Field of discourse (see Table 9.2). They are associated with the ab-
stract categories of processes and participants and are linguistically realised in
nouns and verbs, the distribution of content words and also ung-nominalisations.
The next four patterns are included within the parameter of Tenor. They are re-
lated to the roles and attitudes of participants, and are realised linguistically in
modality expressed by modal verbs such as can, may, must that we group ac-
cording to their meanings (3 patterns). Tenor is also related to evaluation used
by speakers to convey personal attitude to the given information, e.g. evaluative
patterns like very important, it is important to say. They represent the fourth pat-
terns in this parameter. The final nine patterns are related to Mode of discourse,

*See http://ufal. mff.cuni.cz/udpipe/models#universal_dependencies_20_models for details.
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Table 9.2: Features under analysis

parameter feature language pattern

FIELD participants nominal and verbal parts-of-speech, content
and processes words, ung-nominalisations

modality modal meanings: obligation, permission,
volition
TENOR evaluation evaluative patterns (more importantly/ it is

important to say)

MODE textual personal and demonstrative pronouns; general
cohesion nouns (fact, plan); conjunctions;
logico-semantic relations: additive, adversative,
causal, temporal, modal

i.e. the role and function of language in a particular situation, the symbolic or-
ganisation of a text. They are realised as cohesive relations at the textual level,
for instance coreference via pronouns (2 patterns) or general nouns (1 pattern),
distribution of conjunctions (1 pattern) or discourse relations via conjunctions (5
patterns). All these features were used in previous works on translationese (see
e.g. Lapshinova-Koltunski 2019; 2017).

The frequencies of these features are automatically extracted from the corpora.
We use the functionality of Corpus Query Processor mentioned above. This query
tool allows definition of language patterns in the form of complex regular expres-
sions based on string and part-of-speech restrictions. The query tool delivers text
instances along with their frequencies in the texts and subcorpora in which they
occur. The extracted distributional information is saved in matrices for further
use for statistical analysis.

3.4 Methods

We use Weka (Witten et al. 2011), an open source tool for statistical analysis and
visualisation for our analyses. To answer the first two research questions (RQ1
and RQ2), we apply text classification using Support Vector Machines (SVM, Vap-
nik & Chervonenkis 1974; Joachims 1998) with a linear kernel. Classification with
SVM is a supervised scenario in machine learning. We label our data with the in-
formation on classes represented in our case by text production (translations vs.
non-translations) and mode (spoken vs. written), collect the information on the
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language patterns outlined in §3.3 from the corpora described in §3.2, and see if
our corpus data support the predefined classes.

We apply separate binary classification tasks for text production (RQ1) and
mode (RQ2). The result of a linear SVM is a hyperplane (a line separating two
classes) that separates the classes as best as possible, and allows a clear interpre-
tation of the results. The classes defined in this study include translations and
non-translations in the first classification task, and spoken and written modes
in the second. The performance scores of classifiers are judged in terms of pre-
cision, recall and F-measure. They are class-specific and indicate the results of
automatic assignment of class labels to certain texts.

To answer the third research question (RQ3), we compare the scores resulting
from the two classifications in RQ1 and RQ2. If the scores are higher in the second
classification task, variation along the dimension of mode is stronger than the
variation along the dimension of text production (in line with our assumption).

We use methods of feature selection to answer the fourth question (RQ4). At-
tribute selection derived from machine learning is used to automatically select
attributes (the language patterns we use) that are most relevant to the predic-
tive modeling problem (prediction of a class membership). In the data, there is
always a mixture of attributes with some being more relevant for making pre-
dictions and the others being less relevant. The process of selecting attributes in
the data helps to reduce their number to those relevant for the specific predic-
tion task. The attribute evaluator is the technique by which each attribute in the
dataset is evaluated in the context of the output class (mode in our case). We use
the best-first strategy (the best attribute is added at each round) which uses an
iterative algorithm (starts with an arbitrary solution to a problem and attempts
to find a better solution at every step). This is a correlation-based technique that
evaluates the value of a subset of attributes by considering the individual pre-
dictive ability of each of these attributes along with the degree of redundancy
between them. Subsets of language patterns that are highly correlated with the
class (mode) and at the same time have low intercorrelation are preferred over
others (see Hall 1998: for more details). We then compare the lists of resulting
language patterns for the class in the two data subsets (mode in non-translation
and mode in translation). Our assumption is that if there are any overlaps in the
lists, this would indicate that the same/similar linguistic features are responsible
for the prediction of mode in both translated and non-translated texts.
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4 Results

41 RQ1

In the RQ1 analyses, we define three classification tasks. All classes are defined
on the basis of the two text production types under analysis — translations/ inter-
pretations and non-translations/-interpretations in German. In the first classifica-
tion task, we automatically separate written translations (TRANS) from written
non-translations (GO-WR). In the second classification task, we automatically
separate spoken translations (INTER) from spoken originals (GO-SP). And finally,
in the third classification task, we do not differentiate the mode but attempt to
assign both translations and interpretations one class (TRANS+INTER) and both
written and spoken originals (GO-WR+GO-SP) - the other. The performance of
the classifier that automatically separates two juxtaposed classes is evaluated
with a 10-fold cross-validation step. We judge the performance scores in terms
of precision, recall and F-measure. These scores are specific for each class (text
production type) and indicate the results of automatic assignment of production
type labels to certain texts in our data. In the case of precision, we measure how
many cases in the data correspond with the positive labels given by the classi-
fier. For example, there are 137 spoken translations in our data. If the classifier
assigns INTER labels to 137 texts, and all of them really belong to the subcorpus
of spoken translations, then we will achieve a precision of 100%. If 37 texts turned
out to be non-translations in German and were wrongly classified into the IN-
TER class, we would have a precision of 73% only. With recall, we measure if
all translated texts were actually assigned to the INTER class. So, if we have 137
translated texts, we would have the highest recall if all of them are assigned the
INTER label. If only 100 out of 137 available in the data were assigned to the IN-
TER class (and the rest to the GO-SP class), we would have a recall score of 73%
of. F-measure combines both precision and recall and is given by their harmonic
mean. The results of the classification performance (in terms of precision, recall
and F-measure) are presented in Tables 9.3-9.5 below. Figure 9.1 provides bar
plots of the weighted average of the F-Measure for the three classification tasks.

Overall, we achieve an accuracy of 86.5%, with an average F-measure of 85.7%
in the first classification task for translations and non-translations. As seen from
Table 9.3, non-translated texts are better identified by the classifier than the trans-
lated ones (F-measure of 90.5% vs. 76.6%). However, translations are identified
with better precision (97.3% vs. 83.4%), whereas the texts originally written in
German achieve higher recall (99.1% vs. 63.1%). This means that more texts in
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Table 9.3: Classification results for the first text production type dis-
tinction in %

Precision Recall F-Measure
TRANS 97.3 63.1 76.6
GO-WR 83.4 99.1 90.5
Weighted average 88.2 86.5 85.7

the dataset were labelled by the model as originals, with more translations be-
ing wrongly recognised as originals than originals being wrongly recognised as
translations. The Weka output data show that 212 translations (out of 575) were
labeled as non-translations. According to the Weka output data, around 5.4% of
the translations were erroneously labelled as interpretations.

In the second text production classification task (interpretations vs. speeches
originally produced in German), we achieve an accuracy of 74.5% with the av-
erage F-measure of 74.0%, pointing to the fact that text production distinction
in the spoken texts is harder to make than in the written ones in the dataset
at hand. The scores in Table 9.4 reveal that again, translations are recognised
with better precision than non-translations (77.8% vs. 72.7%), but recall is higher
for non-translations: 85.5% vs. 61.3%. This means that more texts in the dataset
were recognised by the model as original speeches, and thus, more translations
were wrongly recognised as originals than originals were wrongly recognised as
translations, as we also observed in the first case.

If we combine the spoken and the written data to differentiate between trans-
lations and non-translations, we achieve an accuracy of 80.04% and an average
F-measure of 77.7% (see Table 9.5). These overall scores are lower than in the
first task (distinction between written translations and non-translations) and
higher than in the second one (distinction between spoken translations and non-

Table 9.4: Classification results for the second text production type dis-
tinction in %

Precision Recall F-Measure
INTER 77.8 61.3 68.6
GO-SP 72.7 85.5 78.6
Weighted average 75.0 74.5 74.0
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Table 9.5: Classification results for the third text production type dis-
tinction in %

Precision Recall F-Measure
TRANS+INTER 98.5 46.1 62.8
GO-WR+GO-SP 76.2 99.6 86.4
Weighted average 84.4 80.0 71.7

translations), which was foreseeable as the data in this task is a mixture of the
first two. However, we observe an overall increase in the precision for transla-
tions along with an overall increase of recall for non-translations. The analysis
of the confusion matrix shows that only five non-translations were erroneously
classified into the class of translations, whereas more than a half of transla-
tions (53.9%) were erroneously labelled as non-translations. In other words, the
translations in our data seem to be readily but inappropriately recognised as
non-translations by the non-translation class, whereas non-translations are not
accepted as translations by the modelled translation class. This indicates that
non-translations represent a more diverse class, displaying more variation than
translated texts, with the latter being a subset of non-translations in terms of
the features underlying classification. In terms of translationese, this points to
convergence of translations.

The results in Table 9.5 suggest that it is easier to model non-translated texts
regardless of the mode they belong to (F-measure of 86.4%). Although written
originals achieve the best result (F-measure of 90.5%), mixing them with spoken
non-translations (whose F-measure equals 78.6%) results in a drop of 4.1% against
the result for the written mode and an increase of 7.8% against the spoken mode.
For translations, mixing both modes results in an F-measure of 62.8% with a drop
of 13.8% against the written mode (76.6%) and a drop of 5.8% against the spoken
mode (68.6%).

The results of the three classifications suggest that we can automatically tease
apart translations from non-translations regardless of the mode production. At
the same time, the task is easier when only written texts are involved.

4.2 RQ2

We perform the same analysis steps for the differentiation between spoken and
written modes as we did for translation and non-translation in §4.1. We again de-
cide for a three-fold task in the mode analysis: (1) classification of non-translated
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Table 9.6: Classification results for the first mode distinction in %

Precision Recall F-Measure
GO-SP 80.5 100.0 89.2
GO-WR 100.0 96.3 98.1
Weighted average 97.4 96.8 96.9

spoken and written texts (GO-SP vs. GO-WR); (2) classification of translated spo-
ken and written texts (INTER vs. TRANS) and (3) classification of spoken and
written texts with both translations and non-translations taken together (GO-
SP+INTER vs. GO-WR+TRANS). In the last task, we do not sort texts according
to the text production type, defining the task as one of finding the overall varia-
tion along the dimension of mode.

We achieve an overall accuracy of 96.77% with an average F-measure of 96.9%
in the classification into spoken and written non-translations (see Table 9.6). In-
terestingly, written texts are better classified than the spoken ones (98.1% vs.
89.2% of F-measure). At the same time, we observe asymmetries in precision
and recall: the classification of spoken texts delivers 80.5% for precision with
100% recall, whereas the classification of written texts works with perfect preci-
sion (100%) but with lower recall (96.3%). This means that some written originals
were erroneously recognised as spoken texts, but none of the spoken texts were
recognised as written texts. This indicates that some written texts in our data
may contain features considered specific to spoken language.

The mode distinction in translations also achieves high accuracy (95.7%) with
an average F-measure of 95.8% (See Table 9.7). Again, we observe a higher F-
measure for the written translations than for the spoken ones (97.2% vs. 89.8%).
Similarly to the first classification task, interpretations are recognised with better
recall (100% vs. 94.6%) and translations are identified with better precision (100%

Table 9.7: Classification results for the second mode distinction in %

Precision Recall F-Measure
INTER 81.5 100.0 89.8
TRANS 100.0 94.6 97.2
Weighted average 96.4 95.6 95.8
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Table 9.8: Classification results for the third mode distinction in %

Precision Recall F-Measure
GO-SP+INTER 81.6 99.7 89.7
GO-WR+TRANS 99.9 95.9 97.9
Weighted average 97.1 96.5 96.6

vs. 81.5%). The confusion matrix shows that around 5.4% of the translations were
erroneously labelled as interpretations.

In the third classification task, we achieve 96.5% of accuracy and an F-measure
of 96.6%. Similarly to the other mode distinction tasks, written texts, regardless
of their text production type, achieve a better F-measure than the spoken ones
(97.9% vs. 89.7%), with higher precision observed for the written texts (99.9% vs.
81.6%) and a higher recall for the spoken ones (99.7% vs. 95.9%), see Table 9.8.
Mixing both text production types for the mode distinction task results in an
intuitively insignificant drop in the observed scores.

The results show that we can automatically detect mode in translation, and
the results of such a classification are comparable with the results on mode dis-
tinction in non-translated German. We achieve very good classification results
in all tasks on mode distinction.

4.3 RQ3

We compare the three F-measure scores resulting from the three classification
tasks within RQ1 - differentiation between translation and non-translation® with
the three F-measure scores from the three classification tasks within RQ2 — differ-
entiation between spoken and written texts.” For this, we summarise the results
of all these classification tasks in Figures 9.1 and 9.2. The first figure contains
average F-measure scores for the text production type distinction, whereas the
second figure illustrates the F-measure scores for the mode distinction.

As seen from the graphs, it is easier to detect mode than text production type in
our dataset given the same feature set. These results confirm our assumption that
variation along the dimension of mode is stronger than that along the dimension
of text production.

®We use the weighted average F-measure from Tables 9.3, 9.4, 9.5.
"We use the weighted average F-measure from Tables 9.6, 9.7, 9.8.
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Table 9.9: Features contributing to the mode distinction

non-translated translated
par. feat. lang.pattern lang.pattern  feat. par.
Field participants, content content participants, Field
processes words words processes
Field participants nominal pos nominal pos  participants  Field
Field processes verbal pos verbal pos processes Field
Field processes ung-nom. ung-nom. processes Field
Teno modality obligation
Tenor cohesion pers. pron. pers. pron. cohesion Mode
Mode cohesion dem. pron. dem. pron. cohesion Mode
Mod¢ cohesion additive
Mod¢ cohesion adversative
temporal cohesion Mode

As seen in Table 9.9, the two lists have an overlap of six language patterns,
while the first list contains three language patterns not included in the second
list (modal verbs of obligation, additive and adversative relations). However, the
second list is not entirely a subset of the first one, as it contains one language
pattern which is not included in the first list (temporal relations). We mark the
non-overlaps in grey in the table. In terms of abstract linguistic features, partic-
ipants, processes and cohesion contribute to the mode distinction in both trans-
lated and non-translated texts, which corresponds to the contextual parameters
of Field and Mode. However, in the texts originally produced in German, there
is also modality corresponding to Tenor, which is not distinctive for mode in the
translations. It is also interesting to see that although discourse relations con-
tribute to the mode distinction in both translations and non-translations, they
differ in the logico-semantic types in each list.

Since the majority of the features overlap (6/10 and 6/7), we suggest that the
same features (especially if interpreted in terms of abstract categories) are re-
sponsible for the variation between translations and interpretations and between
written and spoken texts. The overlap in the features common for the distinction
of mode may be traced back to the register the texts in the dataset belong to -
they are all speeches from the parliamentary debates.

236



9 Analysing the dimension of mode in translation

5 Conclusion and discussion

The present study focuses on the variation in English-to-German translation
along the mode dimension. Translation variation is reflected in the linguistic
features that we were able to analyse with language patterns derived from vari-
ational linguistics. We extracted the distribution of these patterns in spoken and
written texts that included both texts originally spoken or written in German,
and translations and interpretations. This distributional information was used to
statistically model variation along the text production dimension (translations vs.
non-translation) and the mode dimension (spoken vs. written). Our results show
that we are able to automatically tease apart translation from non-translations,
as well as spoken texts from the written texts using the same feature set. How-
ever, it turned out to be easier to automatically differentiate between spoken and
written texts regardless of their production type, which confirms our assumption
that language variation along the dimension of mode is stronger than that along
the dimension of text production. We are also able to find out which linguistic
features contribute to the distinction between spoken and written mode in both
translated and non-translated language.

This brings our findings in accordance with Shlesinger & Ordan (2012)’s claim
that mode exerts a stronger effect than text production. This means that the dif-
ference between spoken and written texts is stronger than that between transla-
tions and non-translations. In this way, the interpretations in our dataset show
more similarities to the speeches originally spoken in German than to the written
translation, making interpretations more ‘spoken’ than ‘translated’.

At the same time, we realise that our study also has a number of limitations.
First of all, we use a feature set inspired by variational linguistics. Although it has
been applied in the analysis of translationese in a number of previous studies, it
was originally developed for the analysis of register variation that also includes
variation along the dimension of mode. However, many of the language patterns
in our set are extensively applied in the analysis of translationese (e.g. cohesive
markers) as well.

Another drawback of the present study is the limitation of the corpus data — it
includes political speeches only. Yet, whereas there are many translation corpora
which could be used for such an analysis, it is hard to find comparable interpreted
data.

In the future, we should extend the features and the data to further investigate
the specifics of translated and interpreted texts. It will also be interesting to have
a closer look at the features contributing to the mode distinction and perform a
qualitative analysis of these features.
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Abbreviations
RQ research question ung-nom. ung-nominalisation
pos part-of-speech par. parameter
pers. pron. personal pronoun feat. feature
dem pron. demonstrative pronoun lang.pattern language pattern
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