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Event-related potentials (ERPs) are of great interest in second language acquisition
research, as they allow us to examine online language processing and to compare
themechanisms that are engaged to process a first and second language. A long his-
tory of research into native language processing has taught us to expect a biphasic
pattern in response to syntactic violations, reflecting mechanisms involved first in
the automatic and implicit detection of the incongruity and then in the reanalysis
and repair of the ungrammatical sentence. However, recent studies show that there
is a large degree of individual variability even among native speakers: Instead of
this biphasic pattern, most people exhibit one or the other of the two components.
This raises an interesting question for second-language research: How do we com-
pare learners and native speakers if there is no unique native-speaker model to
compare learners to? In this chapter, I explore two measures that have been put
forward to characterise individual variability among native speakers and language
learners, the Response Magnitude Index and the Response Dominance Index (Tan-
ner et al. 2014), and I show an example of their application to a study comparing
native-speaker and non-native-speaker processing of morphosyntactic violations
using auditory stimuli instead of visual stimuli.

Keywords: ERPs; individual differences; second language learners; RMI; RDI

1 Introduction

A large part of research in second language acquisition (SLA) is devoted to com-
paring learners’ performance to native speakers’ performance, including mea-
sures of online and offline production and perception of a variety of more or
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less complex language structures, in order to see how learners may differ at var-
ious levels of proficiency. One of the fundamental questions in SLA research is
whether learners process their second language (L2) like native speakers (i.e., by
engaging the same cognitive and cerebral mechanisms). The development of af-
fordable imagery techniques like electroencephalography (EEG), which records
the electric activity of the brain at the surface of the scalp, has given researchers
a window into language processing in real time, as opposed to the more indirect
measures provided by behavioural experiments. There is abundant literature on
whether L2 learners can eventually recruit the same cognitive mechanisms – as
reflected by different event-related potential (ERP) components – as native speak-
ers in order to process syntax in particular, but no definitive answer has been
agreed upon. Some researchers claim that syntactic processing in the L2 will
never be as automatic and implicit as in the first language (L1), because adults
do not have the same access to procedural learning as children before the age
of five or six do (e.g., Birdsong 2006; Clahsen & Felser 2006; 2018; Paradis 2009),
while others claim that grammatical processing can eventually recruit the same
mechanisms when learners attain high proficiency (Steinhauer et al. 2009). This
question has been rendered even more difficult by recent research showing that
native speakers do not all use the same mechanisms to process syntax (Tanner
et al. 2013; 2014; Tanner & van Hell 2014; Tanner 2019). “Shallow” parsing, where
language users do not build a deep syntactic hierarchical structure in real time
but instead use lexico-semantic clues to process grammatical information, is not
uniquely characteristic of L2 processing (as had been previously hypothesised no-
tably by Clahsen & Felser 2006) but also applies to some native speakers. Since
then, several studies have attempted to determine what causes this individual
variability among native speakers, finding some interesting leads.

In this chapter, I first give an overview of what event-related potentials are
and how they have been used in SLA research. I then review how individual
differences in ERPs have been characterised among native speakers and learners.
Finally, I apply those different measures to the analysis of native-speaker and L2
data.

2 The research paradigm in electroencephalography
experiments

2.1 What are ERPs?

ERPs are voltage changes in the electric activity of the brain that are linked
to the occurrence of specific events, such as the presentation of a word, sound,
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or, in many experiments, a grammatical violation (Fabiani et al. 2007; van Hell
& Tokowicz 2010). They are obtained from the analysis of EEG data, which is
recorded from a number of electrodes placed at different locations on the scalp.
The signal is then averaged across many trials to cancel out any unwanted noise
due to non-experiment-related brain activity but also to other sources of electri-
cal activity, such as muscle movements, skin potentials, or electrical appliances
in the room. ERPs are post-synaptic potentials happening across millions of neu-
rons at the same time. Not all cognitive processes have an ERP signature: To be
visible, the activity needs to come from a large number of neurons oriented in
the same direction, which most often happens in the pyramidal cells of the cor-
tex (Osterhout et al. 2004; Luck 2014). ERPs are a series of negative and positive
peaks over time that are characterised as components depending on their polar-
ity (positive/negative), latency (in milliseconds), and distribution (on the surface
of the scalp). These components are thought to reflect cognitive processes.

ERPs are frequently used to study language processing for several reasons
(see Kaan 2007; Luck 2014). EEG enables the recording of continuous data, from
before the stimulus is presented, until after a response is given. This means
that data are recorded during stimulus processing, instead of just after the re-
sponse to the stimulus as is the case in behavioural experiments. This gives the
researcher a window into the processes of interest instead of only their conse-
quences. ERPs also have an excellent temporal resolution, as a sample is recorded
every 1 or 2ms, which makes them particularly suited to study fast online pro-
cessing, such as spoken-language processing. This excellent timing also makes
it possible to observe different processes happening simultaneously and to tar-
get one in particular through experimental manipulations. Another advantage
is that a behavioural response is not needed, although it is standard to obtain
one. This means that studies can be conducted with populations from whom it is
difficult to get a response (e.g., newborns or patients), or when this would affect
treatment, for instance in studies focusing on attention.

Several ERP components are of particular interest for the study of (second)
language processing. The first one is the Left-Anterior Negativity or LAN. This
negative deflection peaks between 300 and 500ms after the violation and is max-
imal at anterior sites, most often bilaterally, but sometimes lateralised to the
left. It has mostly been observed in response to word-category violations (e.g.,
Weber-Fox & Neville 1996; Isel et al. 2007; Bowden et al. 2013) or morphosyntac-
tic violations in sentence contexts (e.g., Ojima et al. 2005; Rossi et al. 2006; Chen
et al. 2007; Gillon-Dowens et al. 2010; Molinaro et al. 2011; Alemán Bañón et al.
2014). The LAN is thought to reflect the automatic detection of rule-governed
morphosyntactic violations (Gunter et al. 2000; Morgan-Short et al. 2015). Some
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claim that it may sometimes reflect working memory load (Kaan 2007), although
others argue that this component differs from working memory-related negativ-
ities (Martín-Loeches et al. 2005). The LAN is, however, not elicited systemati-
cally, and has not been found in contexts where it was expected, for instance with
subject-verb, number or gender agreement violations (Bond et al. 2011; Foucart
& Frenck-Mestre 2012).

A second important component for language processing is the N400, a large
centro-parietal negativity peaking around 400ms after the violation. It is usu-
ally associated with lexico-semantic processing. It follows all lexical words, but
is larger for words that are hard to predict or integrate in the context (Kutas &
Hillyard 1980; Federmeier 2007; Kutas et al. 2011). However, it can also be elicited
by a large range of syntactic incongruities, such as violations of word category
(Weber-Fox & Neville 1996; Guo et al. 2009; Kotz 2009), and subject-verb (Xue
et al. 2013; Tanner & van Hell 2014; Tanner et al. 2014) or number agreement
(Osterhout et al. 2006; Batterink & Neville 2013). The N400 reflects the seman-
tic integration of a word in its context, pre-semantic processing and access to
semantic knowledge (Morgan-Short et al. 2015; Isel 2017). It could be related to
the retrieval of information from declarative memory. The fact that it follows
syntactic violations suggests that some language users rely on lexico-semantic
cues rather than rule-based strategies to process syntax.

The final major component is the P600. It is triggered by a large variety of
phenomena. The P600 is a positive deflection, maximal at parietal electrodes be-
tween 600 and 900ms, or as early as 500ms with auditory stimuli (Osterhout &
Holcomb 1992; Qi et al. 2017). It follows word-category violations (e.g. Friederici
2002; Pakulak & Neville 2010; Batterink & Neville 2013; Bowden et al. 2013) and
all types of agreement violations (e.g., Tokowicz &MacWhinney 2005; Osterhout
et al. 2006; Gillon-Dowens et al. 2011; Batterink & Neville 2013; Tanner et al. 2014;
Alemán Bañón et al. 2017). The P600 is influenced by several factors (Morgan-
Short et al. 2015). Its amplitude is reduced when violations are more frequent in
the input (Sassenhagen et al. 2014), and it only appears when attention to form
is necessary for the task at hand. The P600 reflects late and controlled analysis
and repair processes that follow the detection of an anomaly, which makes a
word difficult to integrate in the current structure (Friederici 2002; Kaan 2007;
Caffarra et al. 2015; Morgan-Short et al. 2015). It is also associated with the costs
of monitoring, checking and reprocessing the input (van de Meerendonk et al.
2009).

(Morpho)syntactic violations usually elicit a biphasic pattern among native
speakers: A LAN followed by a P600 (Friederici 2002). This pattern is hypothe-

42



3 Comparing ERPs between native speakers and second language learners

sised to reflect the succession of two distinct stages of syntactic processing: (1)
the automatic, implicit detection of the morphosyntactic incongruity and (2) the
more conscious and controlled reanalysis processes engaged to repair the input
for interpretation.

2.2 How are ERPs used in SLA research?

In SLA research, ERPs are generally used to compare native speakers to L2 learn-
ers with specific characteristics. Many studies have looked at how the age of
acquisition of the L2 (Weber-Fox & Neville 1996; Hakuta et al. 2003) or profi-
ciency (Ojima et al. 2005; Rossi et al. 2006; Steinhauer et al. 2009; Tanner et al.
2009; 2013; 2014; McLaughlin et al. 2010) impact the different ERP components.
The effects of the similarity between L1 and L2 and of potential transfer effects
have also been extensively studied (Tokowicz & MacWhinney 2005; Chen et al.
2007; Foucart & Frenck-Mestre 2010; 2012; Gillon-Dowens et al. 2010).

ERPs are time-locked to a specific event that is used to synchronise electrical
activity across trials. In SLA research, this event is usually a type of syntactic
incongruity, such as a violation of phrase structure (*I have many run to miles
this week, e.g., Rossi et al. 2006; Kotz et al. 2008; Bowden et al. 2013), gender
agreement (Gillon-Dowens et al. 2010; Foucart & Frenck-Mestre 2012), number
or person agreement (e.g., Rossi et al. 2006; Tanner et al. 2009; Tanner & van
Hell 2014; Alemán Bañón et al. 2014; 2017). It can also be a semantic incongruity,
when a word that is implausible or incoherent (She slept in my *law that night) is
integrated into a sentence context (Kutas & Hillyard 1980; Friederici et al. 1993;
Astésano et al. 2004; Ojima et al. 2005; Weiss et al. 2005; DeLong et al. 2014;
Foucart et al. 2014; Schneider et al. 2016).

To compare the ERPs elicited by violations in native and non-native speakers,
researchers look at two parameters. The first one, more qualitative, is the ab-
sence or presence of certain components. For instance, many studies have found
that violations do not elicit a LAN for lower intermediate learners (Ojima et al.
2005; Hahne et al. 2006; Rossi et al. 2006; Chen et al. 2007). Sometimes, even
the P600 is missing. For instance, Foucart & Frenck-Mestre (2010) found that vi-
olations of noun-adjective gender agreement in the plural in French, which do
not exist in their participants’ L1 (German1), did not elicit the expected P600
in learners, whereas violations of a common structure (determiner-noun gender

1Although noun-adjective gender agreement does exist in German, all gender distinctions for
adjectives and determiners are neutralised in the nominative plural case, which was used in
this experiment.
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agreement) triggered a similar P600 in native and non-native speakers. Struc-
tures relying on cues that conflict with each other across the learners’ L1 and
L2 (e.g., a different word order) have also been found to trigger an N400 in-
stead of a P600 (Foucart & Frenck-Mestre 2012), just like agreement violations
do in beginners as opposed to more advanced learners (Osterhout et al. 2006;
McLaughlin et al. 2010). Osterhout et al. (2006) conducted a longitudinal study
over one academic year with English learners of French. They tested learners’
processing of agreement violations such as Tu adores/*adorez le français (‘You
love2ND-PERSON SING. INFORMAL/*love2ND-PERSON SING. FORMAL OR PLURAL French’) after one,
four and eight months of university classroom instruction. They found that the
initial N400 elicited by the violations evolved into a P600 when proficiency in-
creased – after a relatively short time of instruction.

The second, more quantitative, parameter of interest is the amplitude and la-
tency of the components. The P600 is often delayed and smaller among less pro-
ficient learners (Rossi et al. 2006; McLaughlin et al. 2010; White et al. 2012; Bat-
terink & Neville 2013; Tanner et al. 2014). If the P600 is similar when structures
work in an equivalent way in participants’ L1 and L2 (Tokowicz & MacWhinney
2005; Foucart & Frenck-Mestre 2010), its distribution can change from posterior
to anterior when the structure is specific to the L2 (Foucart & Frenck-Mestre
2012). Many studies have thus shown that the electrophysiological correlates of
language processing are or can be different in an L2 and in an L1, especially at
low levels of proficiency.

2.3 Individual variability in ERPs

In native-language processing, syntactic violations are expected to reliably elicit
a biphasic pattern: A LAN followed by a P600 (Friederici 2002). This pattern
has indeed been observed among native speakers for different sorts of syntactic
incongruities and in a variety of languages (Ojima et al. 2005; Chen et al. 2007;
Mueller et al. 2007; Newman et al. 2007; Molinaro et al. 2008; Bowden et al. 2013),
even though the negativity is sometimes bilateral (Isel & Kail 2018) or posterior
and more N400-like (Zawiszewski et al. 2011). However, recent research shows
that this pattern is not found in all native speakers. Pakulak & Neville (2010)
investigated language processing among a more variable population than the
college students who usually participate in experiments. They found that native
speakers who were less literate had a more bilateral LAN and a reduced P600 to
syntactic violations.

Osterhout (1997); Tanner et al. (2013; 2014) and Tanner & van Hell (2014) have
shown that there are individual differences even among highly literate native
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speakers and that these differences go beyond dissimilarities in amplitude and
latency. Their data reveal that the traditionally expected biphasic pattern is not
characteristic of most participants’ response. Instead, most native speakers ex-
hibit either a P600 or an N400-like response. They suggest that the presence of
an anterior negativity at the level of the group is in fact an artefact due to the
occurrence, at the same time, of a posterior P600 and a largely distributed N400
across participants, as the P600 has already started in the N400/LAN time win-
dow (300–500ms after the violation). Tanner and his colleagues found a reliable
negative correlation between N400 and P600 effects, revealing that most native
speakers show one or the other, but not both, components. These four studies
used the traditional visual method of stimuli presentation – the Rapid Serial Vi-
sual Presentation or RSVP – inwhich aword is presented on the screen for a short
time (usually around 350ms) and followed by a blank screen (usually for 100ms).
As this reading paradigm is not very ecological, Tanner (2019) reproduced earlier
studies with a self-paced reading task, in which the participant reads a sentence
word by word but decides when to move on to the next word, and found the same
neurocognitive individual differences. Tanner (2019: 232) thus notes that the suc-
cessive biphasic pattern “cannot necessarily be taken as strong evidence for se-
rial, stage-based processes of agreement comprehension in the broader popula-
tion”. Instead, readers seem to adopt different processing strategies. Those who
exhibit an N400-dominant response may rely more on word-based predictions of
upcoming words, while a P600-dominant response could reflect the engagement
of combinatorial mechanisms (Tanner & van Hell 2014).

If there is such variability among native speakers, then there is no consistent
native model to compare learners to, and exhibiting only an N400 or a P600 in
response to syntactic violations cannot be considered themark of low proficiency
or of deficient processing. How can we then compare native speakers and non-
native speakers?

3 Characterising individual differences among native
speakers

The first step is to adequately characterise individual differences among native
speakers and to determine what causes them. To that effect, Tanner et al. (2014)
introduced two new measures: The Response Magnitude Index (RMI) and the
Response Dominance Index (RDI).
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3.1 Effect magnitude: The Response Magnitude Index

A first way to characterise individual differences is to look at correlations be-
tween the amplitude of the effect, whichever its direction (positive or negative),
and other predictors such as proficiency. The RMI captures the size of the effect,
and reflects the listener’s sensitivity to the critical violation. Larger RMI values
indicate greater neural response and thus higher sensitivity. The RMI is com-
puted according to the formula in (1), where N400Gram and P600Gram refer to
the mean amplitude in the chosen time window after grammatical stimuli and
N400Ungram and P600Ungram to the mean amplitude following ungrammatical
stimuli. For both effects, the amplitudes are averaged over a centro-parietal re-
gion of interest (ROI; C3, Cz, C4, P3, Pz, P42 in Tanner et al. 2014). In Tanner
et al. (2014)’s study, the critical time windows were 400–500ms for the N400 ef-
fect and 500–1000ms for the P600 effect. The details of which time windows and
electrodes were chosen for RMI and RDI analyses by the different studies that
have used these measures is reported in Table 1.

(1) √(𝑁400Gram − 𝑁400Ungram)
2 + (𝑃600Ungram − 𝑃600Gram)

2

The RMI has mostly been used to look at L2 learners, and as a consequence
there are no real data on what influences the magnitude of the overall response
among native speakers. However, several studies have found correlations be-
tween the amplitude of one effect (N400 or P600) and different proficiency mea-
sures. Pakulak &Neville (2010), who investigated participants with a broad range
of literacy levels, found that the amplitude of the P600 and the laterality of the
LAN in response to phrase structure violations correlated with proficiency in
the L1. Mehravari et al. (2017) also observed a correlation between the amplitude
of the P600 and measures of reading skills. However, Tanner et al. (2013) failed
to find a significant correlation between the amplitude of the P600 and sensitiv-
ity indexes (𝑑′) scores3 on a grammaticality judgment task (GJT) among native
speakers.

2These identify individual electrodes. The letter correspond to the position of the electrode (C:
Central, CP: Centro-Parietal, P: Parietal), and the number refers to the laterality: z Electrodes
are on the central line, smaller numbers are closer to the midline, and larger numbers to the
ears. Odd numbers are on the left side.

3The sensitivity index is used in signal detection theory to provide a measure of how sensitive
someone is to the presence of the signal to be detected, independently of individual partici-
pants’ strategies such as always replying “correct”. It is the standardized difference between
the means of the False Alarm and Hit rates. The Hit rate is the probability of correctly de-
tecting the signal (here, accepting grammatically acceptable sentences) and the False Alarm
rate is the probability of incorrectly detecting the signal when it is not present (here, rejecting
grammatically correct sentences).
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Table 1: Parameters used to compute the RDI and RMI in language stud-
ies

Paper Index Type of
violation

N400
window
(ms)

P600
window
(ms)

ROI

Tanner
et al. (2012)

RDI & RMI Subject-
verb
agreement

400–500 500–1000 Midline
electrodes

Tanner
et al. (2014)

RDI & RMI Subject-
verb
agreement

400–500 500–1000 C3, Cz, C4,
P3, Pz, P4

Tanner &
van Hell
(2014)

RDI Subject-
verb
agreement
and verb
tense

300–500 500–800 C3, Cz, C4,
CP1, CP2,
P3, Pz, P4

Faretta-Stu-
tenberg &
Morgan-
Short
(2018)

RDI & RMI Phrase
structure

300–500 600–900 C3, Cz, C4,
P3, Pz, P4

Grey et al.
(2017)

RDI Subject-
verb
agreement
and verb
tense

300–500 500–800 C3, Cz, C4,
CP1, CP2,
P3, Pz, P4

Tanner
(2019)

RDI Subject-
verb
agreement

300–500 500–800 C3, Cz, C4,
CP1, CP2,
P3, Pz, P4

The magnitude of the N400 in response to semantic anomalies has also been
found to correlate with proficiency measures (Newman et al. 2012) and to reflect
the lexical and semantic predictability of an item (Federmeier & Kutas 1999; De-
Long et al. 2005; Federmeier 2007). These correlations, however, affect the seman-
tic N400 rather than the centro-posterior negativity found after some syntactic
violations among native speakers. It is thus relatively unclear what determines
the amplitude of the effect among native speakers, although proficiency does
seem to play a role.
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3.2 Effect dominance: The Response Dominance Index

A second way to look at individual differences is to focus on the direction of the
effect, whatever its size. The RDI captures the polarity of the effect and gives
information about response dominance and therefore possibly about the type of
cognitive mechanisms recruited to process the incongruity. The RDI is computed
according to the formula in (2), where N400Gram and P600Gram refer to the mean
amplitude in the chosen time window after grammatical stimuli and N400Ungram
and P600Ungram to the mean amplitude following ungrammatical stimuli (Tanner
et al. 2014). RDI values close to zero signal equal-sized N400 and P600 effects,
whereas negative and positive values reflect larger negative or positive effects in
both time windows, respectively.

(2)
(𝑃600Ungram−𝑃600Gram)−(𝑁400Gram−𝑁400Ungram)

√2
The different parameters that might influence response dominance are of great

interest in the study of individual differences and have been the focus of several
studies. A first possible candidate is proficiency. However, this factor does not
seem to have a sizeable impact on the RDI – the ERP components elicited by
the violations in Tanner (2019) varied, even though the 114 participants were all
highly literate monolingual English speakers and similarly proficient in their L1.
There was therefore no direct link between proficiency and the type of compo-
nent elicited by the violation.

Another parameter that has attracted a lot of attention is working memory.
Nakano et al. (2010) found that workingmemory capacity influenced listeners’ re-
sponse to animacy violations in the manipulation of thematic roles (The dog/*the
box bit the mailman). Verbal working memory was negatively correlated with
N400 amplitude but positively correlated with P600 amplitude. Similarly, Kim et
al. (2018) exposed participants to semantic anomalies and observed that higher
verbal working memory capacities were associated with larger P600 effects and
smaller N400 effects, when controlling for spatial workingmemory and language
experience. This is consistent with the observation that learners often exhibit an
N400 where a P600 is expected at the initial stages of learning, when their work-
ing memory capacity in the L2 is reduced. This suggests that verbal working
memory abilities are positively correlated with the recruitment of computation,
reanalysis and repair processes – mechanisms associated wisth the P600. How-
ever, in his large-scale study of highly literate monolinguals, Tanner (2019) did
not find a significant correlation between verbal working memory and agree-
ment processing, casting some doubt on the predictive power of that factor for
response dominance.
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Very recent studies also suggest that response dominance could be largely in-
fluenced by familial sinistrality. Familial sinistrality refers to the number of some-
one’s close blood relatives (parents, siblings, grandparents) that are left-handed.
Tanner & van Hell (2014) first suggested that this parameter was of importance
when it was found to be the only significant predictor in a model including oper-
ation span measures, cognitive control measures, proficiency scores, lexical pro-
cessing speed, and familial left-handedness as explanatory variables and the RDI
as the dependent variable. More recently, Grey et al. (2017) extended these find-
ings by focusing specifically on the impact of familial sinistrality on agreement
processing. They investigated 60 monolingual English speakers while they read
sentences containing subject-verb agreement (The clerk at the clothing boutique
was/*were severely underpaid and unhappy) and verb tense violations (The crime
rate was increasing/*increase despite the growing police force). 20 participants were
right-handed and had no left-handed close family member, 20 were right-handed
and had a left-handed close blood relative, and 20 were left-handed. The first
group exhibited only a P600 in response to morphosyntactic violations, with low
interindividual variability, whereas both the left-handed and right-handed with
left-handed blood relatives groups showed a biphasic N400-P600 pattern in the
grand average. Variability in these groups was high, with roughly half of the
participants showing a P600 only and the other half an N400 only. The authors
conclude that left-handedness is associated with increased reliance on lexical/se-
mantic mechanisms instead of combinatorial morphosyntactic ones. However,
Wampler (2017) did not find any relationship between handedness or sinistrality
of close relatives and the dominance of the response.

The exact factors determining the direction of ERP responses to morphosyn-
tactic violations in native speakers are still to be determined. Working memory
seems to play a role but not in all cases, and although familial sinistrality looks
promising, replications of the findings by Grey et al. (2017) are needed. Neverthe-
less, the RDI and RMI have also been used to investigate individual differences
among L2 learners.

4 Individual differences among L2 learners

4.1 Effect magnitude in the L2

Although little research has been conducted on what influences effect magnitude
in native speakers, the same is not true for L2 learners. There is an abundant
literature that has tried to correlate in particular the amplitude of the P600 effect
with a variety of predictors.
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Effect magnitude has thus been repeatedly found to correlate with proficiency.
Tanner et al. (2009; 2013) investigated first-year and third-year English-speaking
L2 learners of German while they read sentences containing subject-verb agree-
ment violations. Participants also completed a GJT. A positive correlation be-
tween the magnitude of the P600 effect and the 𝑑′ score was significant for first-
year learners, neared significance for third-year learners, and was highly sig-
nificant for all learners when combined. More proficient learners thus exhibited
larger P600 effects. There was also a small but significant negative correlation be-
tween the amplitude of theN400 and the performance on theGJT – less proficient
participants showed larger N400 effects. Batterink & Neville (2013) also found a
positive correlation between P600 amplitude and proficiency among native En-
glish speakers after just one hour of training in miniature French. White et al.
(2012) obtained a similar correlation with Korean and Chinese late L2 learners of
English after a 9-week intensive English course, when participants processed vi-
olations of regular past-tense, a structure that either did not exist in their L1 (Chi-
nese participants) or worked differently (Korean speakers). A few studies have
specifically used the RMI to look at the increase in overall response magnitude
rather than at the amplitude of one or the other component. Tanner et al. (2012)
and Tanner et al. (2014) found that a larger RMI was associated with higher pro-
ficiency, after controlling for age of acquisition, length of residence, frequency
of L2 use, and motivation to speak like a native. However, the complete model
was not significant. Their results are particularly interesting as they did not re-
veal an individual correlation between P600 amplitude or N400 amplitude and
proficiency – the effect of proficiency was best captured by the overall response
magnitude rather than by individual correlations (Tanner et al. 2014). Fromont
et al. (2012) also observed that the RMI grew with proficiency (both N400 and
P600 amplitudes increased with competence) among English-speaking learners
of French.

Although proficiency is the most studied explanatory factor for effect magni-
tude, a few other predictors have been identified. McLaughlin et al. (2004) found
that the amplitude of the N400 effect to pseudowords in the L2 was highly cor-
related with the number of hours of instruction received. However, Tanner et
al. (2013) did not find an effect of hours of exposure on P600 amplitude during
subject-verb agreement processing. This factor even removed predictive power
in a model including the 𝑑′ score as a predictive variable. Meulman et al. (2015)
used general additivemodelling to examine the effects of age of acquisition (AoA)
on ERP responses to grammatical gender and non-finite verb violations among
Slavic advanced learners of German. They found that AoA impacted the RDI only
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for one of the two types of violations. The verb tense violations – marked sim-
ilarly in both languages and considered easy to acquire – elicited a P600 for all
learners, independently of AoA. On the contrary, gender agreement violations,
an L2-specific structure, were followed by a P600 for earlier learners of German
but by an N400 for later learners. The authors conclude that late learners resort
to less efficient and less computational strategies to process an L2-specific struc-
ture only. Finally, Faretta-Stutenberg & Morgan-Short (2018) found that mem-
ory capacity, specifically working memory capacities and procedural learning
abilities, accounted for 62% of the variance in the change in RMI following a
six-month study-abroad experience. For learners who stayed at home during the
same period, declarative memory positively correlated with the magnitude of the
response to phrase structure violations.

4.2 Response dominance in the L2

Variability in response dominance between learners has long been interpreted as
reflecting differences in proficiency. There is a large literature supporting a qual-
itative evolution of ERPs elicited by (morpho)syntactic violations, from an N400
at the beginner level to a P600 or a biphasic LAN-P600 pattern at more advanced
stages (e.g., Osterhout et al. 2006; Rossi et al. 2006; Kotz 2009; McLaughlin et al.
2010; see also Steinhauer 2014 for a review). Steinhauer et al. (2009)’s model thus
postulates that beginners exhibit an N400 in response to syntactic violations be-
cause they use more lexico-semantic processes in real time. With increasing pro-
ficiency, structures are grammaticalised, which means that learners rely more on
computational mechanisms to process them, as indexed by the P600. The P600 is
first small and delayed (Tokowicz &MacWhinney 2005; Rossi et al. 2006) but can
eventually grow into a nativelike one. Osterhout et al.’s (2006) and McLaughlin
et al.’s (2010) longitudinal studies support this convergence hypothesis.

Gender can also influence the RDI: Wampler (2017) found that women were
more likely to exhibit a P600 thanmen in response to L2 French violations, which
she interprets as consistent with the idea that women learn L2s more quickly and
achieve higher final proficiency.

Response dominance can be affected by learning conditions. Faretta-Stuten-
berg &Morgan-Short (2018) compared the effect of stay-at-home instruction and
a semester abroad on the processing of phrase structure violations in L2 Span-
ish. There were no ERP effects at the pre-test. At the post-test, they found that
some participants in the stay-at-home group exhibited an N400 at the end of
the semester while others showed a P600 effect, which suggests that learners
developed different language-processing strategies. In the study-abroad group,
the RDI shifted to a more negativity-dominant pattern as a group-level N400 ap-
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peared at the end of the semester. However, a subset of learners in this group
exhibited a P600 effect. The authors note that the N400 effect here is similar to
what was found by Morgan-Short et al. (2010) among implicitly-trained partic-
ipants at an equivalent level of proficiency (75% accuracy on the GJT) – even
though highly proficient participants in that study exhibited a biphasic LAN-
P600 pattern at the end of training. As a study-abroad experience favours the
use of meaning-based communicative strategies (Tokowicz et al. 2004), these re-
sults are consistent with the idea that the RDI depends on processing strategies
that can evolve with proficiency and learning conditions.

Finally, Tanner et al. (2012) and Tanner et al. (2014) found that age of arrival
and motivation to speak like a native speaker significantly predicted response
dominance, in a model including the age of arrival in an L2-speaking country, the
length of residence in that country, the frequency of L2 use, proficiency scores
and motivation to speak like a native, which as a whole explained 61% and 54% of
the variance, in Tanner et al. (2012) and Tanner et al. (2014), respectively. Earlier
arrival and a higher motivation to speak like a native were highly correlated
with a stronger positivity-dominant response, and these two predictors alone
explained 48% of the variance in Tanner et al. (2014).

Although proficiency is generally considered themain predictor for both effect
magnitude and response dominance in the L2, it is not the only relevant factor to
account for interindividual differences. The role of several predictors has been
investigated in the L1 but not yet in the L2, such as the impact of familial sinis-
trality on the RDI, which could very well play a role in the strategies recruited to
process an L2. To our knowledge, only one study has directly compared language
users’ RDI in their L1 and their L2. Wampler et al. (2014) recorded EEG data from
English-speaking second-year learners of French while they read grammatical
and ungrammatical sentences in their L1 and L2. They found that their English
(L1) RDI was unrelated to their French (L2) RDI – an individual’s response dom-
inance in their native language thus does not necessarily predict dominance in
the L2. More data are needed to see if this relationship might change with pro-
ficiency and, specifically, if the RDI of a highly proficient, native-like L2 learner
would be the same in their L2 and L1 or if they would remain different as learning
conditions differ.

5 Comparing learners and native speakers with these
measures: An example of application

In this last section, I present an example of application of the RDI and RMI mea-
sures to compare learners and native speakers, to verify if previous results can
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be extended to less proficient foreign-language learners, and to a structure other
than subject-verb agreement.

5.1 Description of the experiment

EEG data were recorded from 32 intermediate French learners of English (B1-B2
level) and 16 native speakers of English4 while they judged the semantic accept-
ability of stimuli – they were asked if the sentence they had just heard made
sense to them. At the end of the experiment, they also completed a separate
GJT on similar sentences. The target structure was past tense morphology with
auxiliaries. In polar questions, auxiliaries ‘Did’ and ‘Had’ were followed either
by a past participle or the base form of the verb, with half of 192 questions be-
ing grammatically unacceptable (DidMary finish/*finished her dinner?; HadMary
finished/*finish her dinner?). 120 fillers, half of which contained number agree-
ment violations (Did John govern that/*those country for years?; Did John govern
those/*that countries for years?), as well as 120 sentences containing a semantic
violation (Had Mary fired what happened?) were also included, yielding a total of
432 sentences per participant. Two lists containing the same number of stimuli
were created so that each participant only heard one version of each sentence.

For the analysis of individual differences, following Tanner et al. (2014), the
P600 effect was quantified as the mean amplitude of the difference between in-
correct and correct conditions between 500 and 900ms after the violation, while
the N400 effect was the difference between correct and incorrect conditions5 in
a 200–400ms window.6 The region of interest was a large centro-parietal area
including electrodes C3, Cz, C4, CP1, CP2, P3, Pz and P4.

5.2 Grand mean analyses

Grand mean analyses were conducted with linear mixed effect models in (R
Core Team 2019) with package lme4 (Bates et al. 2015). A model with Condi-

4There were twice as many learners because they were later divided into two training groups.
Results of the analyses are reported for illustration purposes but must be interpreted with
caution as that is a small number of data points to look at continuous differences.

5Note that the difference here goes in the opposite direction from the P600 effect because the
N400 effect is a negativity.

6This timing is slightly earlier than the one chosen in previous studies because stimuli were
presented auditorily in this experiment instead of visually as in previous research. The syn-
chronisation point was the beginning of the –ed ending on the main verb instead of the begin-
ning of the critical word, thereby reducing the elapsed time between the critical point and the
beginning of the cerebral response.
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tion (Congruent/Incongruent), Region (Anterior/Central/Posterior), Hemisphere
(Left/Right) and Group (Native speakers/Learners) as fixed effects and with the
maximal random structure that would converge (an intercept by participant as
well as a slope for Condition and Hemisphere) was fitted to the data. The highest
order significant interaction was Condition:Region:Groupe (𝐹(2.3678) = 7.87,
𝑝 < 0.001).7 Post-hoc analyses conducted with the package emmeans (Lenth
2019) revealed a significant positive difference between the Incongruent and
Congruent conditions in the central (MI-C = 0.53 µV, SE = 0.25, 𝑡(147) = 2.17,
𝑝 = 0.03) and posterior region (MI-C = 0.65µV, SE = 0.21, 𝑡(77) = 3.11, 𝑝 = 0.003)
for the native speakers only. Only this group thus exhibited a P600.

5.3 Individual differences: Magnitude

The first step was to examine the correlation between the N400 effect and the
P600 effect in learners and native speakers, in order to assess whether partici-
pants exhibited one or the other effect instead of the expected biphasic pattern.
There was indeed a significant negative correlation between the presence of a
P600 and an N400 effect among learners (𝑟 = −0.41, 𝑡(30) = −2.49, 𝑝 < 0.05)
and native speakers (𝑟 = −0.68, 𝑡(14) = −3.50, 𝑝 < 0.01), which is illustrated in
Figure 1, where the blue line shows the best linear approximation for the corre-
lation with a 95% confidence interval. This shows that, consistent with previous
studies, most participants exhibited either an N400 (participants to the left/above
the dashed line, which represents equivalent N400 and P600 effects) or a P600
(participants to the right/below the dashed line) but not both. This can also be
seen in Figure 2, which shows ERP waveforms for P600-dominant and N400-
dominant native speakers and learners at Pz, a midline parietal electrode. Note
that for P600-dominant learners, there appears to be a separate early positivity
in the time window of the N400 before the P600, which suggests the engagement
of attention-related mechanisms. The pattern for the native speakers is unusual
in that the waveform in the correct condition contains a long-lasting negativity
starting from around 400ms, which could reflect the cost of maintaining the crit-
ical word in memory to judge whether the sentence was acceptable. It is also
worth noting that the N400 effect in the N400-dominant group seems to start
right before the critical morpheme. This is hard to explain as this means that the
difference started before the critical violation. A possible explanation is that there
were some slight acoustic differences in the pronunciation of the verbs with and

7A type III ANOVA was run on the model with a Satterthwaite estimation of the degrees of
freedom.
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without the morpheme which these participants picked up on and which helped
them anticipate the correctness of the word.

The second step was to evaluate the effect of the most studied predictor on
GJT response magnitude – proficiency. A sensitivity index (𝑑′ score) was com-
puted for performance on the critical sentences – it is therefore a measure of
structure-specific proficiency. There was a significant 𝑑′ difference between the
two groups (𝑡(46) = −8.25, 𝑝 < 0.001): Learners were less proficient (𝑀 = 0.80,
SD = 1.11) than native speakers (𝑀 = 3.30, SD = 0.70). There was no signifi-
cant correlation between the amplitude of the P600 effect and proficiency for all
participants combined (𝑟 = 0.18, 𝑡(46) = 1.21, 𝑝 > 0.2), nor when learners and
native speakers were examined separately (Learners: 𝑟 = −0.19, 𝑡(30) = −1.04,
𝑝 > 0.3; Natives: 𝑟 = −0.34, 𝑡(14) = −1.33, 𝑝 > 0.2). However, there was a
general positive correlation between the amplitude of the N400 effect and the 𝑑′
score (𝑟 = 0.38, 𝑡(46) = 2.80, 𝑝 < 0.01, see Figure 3). Participants who were more
adept at detecting critical violations were thus more likely to exhibit an N400
than a P600. This s goes in the opposite direction from what we normally ex-
pect, which is that more proficient participants (especially as evaluated on a task
that targets explicit knowledge like the GJT does) will show a P600 following
syntactic violations. A separate correlation test for grammatical items revealed
a similar positive correlation (𝑟 = 0.36, 𝑡(46) = 2.58, 𝑝 < 0.05).

Participants who accepted more correct items exhibited a larger N400, while
the correlation with ungrammatical items neared significance (𝑟 = 0.27, 𝑡(46) =
1.91, 𝑝 = 0.06), which is even more unexpected. When groups were examined
separately, the correlation between the 𝑑′ score and the amplitude of the N400
effect was significant for learners (𝑟 = 0.46, 𝑡(30) = 2.82, 𝑝 < 0.01) but not for
native speakers. It is interesting to note that there was no significant difference
in the amplitude of the N400 between the two groups (𝑡(46) < 1) but a difference
in the amplitude of the P600 effect (𝑡(46) = −2.89, 𝑝 < 0.01): Native speakers
had a much larger P600 effect (𝑀 = 0.81, SD = 1.05) than learners, who did not
exhibit a reliable P600 in response to violations (𝑀 = −0.12, SD = 1.06). Native
speakers were more proficient and showed a significant P600 as a group, but
among learners, more proficient participants tended to exhibit a larger N400.

The RMI was also computed. However, the correlation between RMI and 𝑑′
score did not reach significance (𝑟 = 0.24, 𝑡(46) = 1.71, 𝑝 = 0.09). There was
no significant difference in RMI between the two groups (𝑡(46) < 1; 𝑀Natives =
1.61 µV, SDNatives = 0.87 µV; MLearners = 1.37 µV, SDLearners = 0.76 µV), despite
the difference in proficiency (as reflected by the 𝑑′ score). In our case, the re-
sults were thus best explained by a simple relationship between the amplitude
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Figure 1: Correlation between N400 and P600 effect magnitudes for
learners and native speakers

Figure 2: ERP waveforms to Correct (black dashed line) and Incorrect
(red solid line) stimuli per group (Native speakers vs. Learners) for
all participants and both RDI subgroups (P600-dominant and N400-
dominant) at electrode Pz (midline parietal electrode)
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Figure 3: Amplitude of the N400 effect as a function of the 𝑑′ score

of the N400 and proficiency, rather than by a link between proficiency and the
magnitude of the response in general.

These findings are surprising, as proficiency has previously been associated
with a larger P600 amplitude or a more positive RMI in general. Native speak-
ers’ performance was at ceiling, with a mean accuracy of 92.81% (SD = 14.60%)
on grammatical items and 95.31% (SD = 10.24%) on ungrammatical items – with
a median at 100% for both. However, there was much more variability among
learners: They did relatively well on grammatical items (M = 79.06%, SD = 15.37%,
median = 85%, range = 50–100%) but were much less accurate on ungrammatical
sentences (M = 45%, SD = 27.85%, median = 35%, range = 5–100%). For them, bet-
ter proficiency was associated with a more negative-going response. This may
be due to their overall proficiency in English, which was lower-intermediate. At
this proficiency level, it is not uncommon for learners to exhibit an N400 after
syntactic violations. They may have only reached the second stage of Steinhauer
et al.’s (2009) model: After showing no response at all to syntactic violations, rel-
atively more proficient learners show an N400 effect, which will evolve into a
P600 with proficiency, like the one native speakers exhibit as a group.
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5.4 Individual differences: Response dominance

The next step was to look at the Response Dominance Index. There was no sig-
nificant difference in RDI between the two groups (𝑡(46) < 1). The RDI was
also not correlated with the 𝑑′ score when participants were grouped together
(𝑡(46) < 1). However, for learners, the RDI correlated with the 𝑑′ score (𝑟 = −0.39,
𝑡(30) = −2.33, 𝑝 < 0.05), which is consistent with the relationship that was found
between the N400 effect and proficiency: More accurate participants were more
likely to exhibit a negative-going effect rather than a P600. This correlation was
driven by the performance on grammatical items, which was itself correlated
with the RDI (𝑟 = −0.36, 𝑡(30) = −2.14, 𝑝 = 0.04). The processing of grammatical
items is thought to engage implicit knowledge (Roehr-Brackin 2015), and it is
worth noting that participants trained implicitly on artificial languages in stud-
ies by Morgan-Short et al. (2010); Morgan-Short et al. (2012) also exhibit an N400
at an intermediate proficiency level.

For native speakers however, the RDI-𝑑′ correlation did not reach significance
(𝑟 = −0.44, 𝑡(14) = −1.84, 𝑝 = 0.09). To understand this unexpected finding,
one must keep in mind that during the EEG recording, participants did not com-
plete the GJT but a semantic acceptability judgment task. I noticed that native
speakers had difficulties with that task, specifically with ignoring grammatical
incongruities in semantically acceptable sentences. Although their performance
on the GJT was at ceiling, it is possible that their performance on the EEG task
influenced the type of processing strategies they engaged in. To test this hypoth-
esis, I computed a semantic dv from the semantic acceptability task,8 reflecting
how well native speakers managed to focus on the semantic aspect of sentences.
The semantic 𝑑′ does not provide a measure of structure-specific proficiency,
which is why the 𝑑′ of the GJT was used in the original analyses. Participants
with a high semantic 𝑑′ score accepted sentences containing a grammatical vi-
olation but no semantic incongruity, while participants with a low semantic 𝑑′
score tended to reject ungrammatical items as semantically unacceptable. There
was a strong correlation between the RDI and the semantic 𝑑′ score (𝑟 = −0.56,
𝑡(30) = −3.74, 𝑝 < 0.001): Participants who had a lower semantic 𝑑′ and thus
focused more on the grammatical aspects of the stimuli had a more positive RDI
and therefore exhibited a P600. Following this, I divided all participants (native
speakers and learners) into two groups corresponding to a high or low semantic

8In the semantic 𝑑 ′, hits were sentences correctly identified as semantically correct, which could
contain a syntactic violation. Sentences containing a semantic violationwere fillers, and always
syntactically acceptable.
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𝑑′.9 A 𝑡-test comparison between the two groups revealed that participants who
had a lower semantic 𝑑′ also showed a larger (and positive) RDI (𝑡(157) = 3.64,
𝑝 < 0.001; 𝑀LowSemD′ = 0.37𝑉 , SDLowSemD′ = 1.21 µV; 𝑀HighSemD′ = −0.38 µV,
SDHighSemD′ = 1.39 µV). Rather than group membership (learners vs. native
speakers), what seems to have influenced the type of electrophysiological re-
sponse the most is participants’ attitude on the task and the strategy they chose
to adopt. This is in line with the hypothesis that even native speakers do not
all use the same mechanisms to process language. Participants who had difficul-
ties ignoring the grammatical incongruities present in the input exhibited a P600
in response to the violations, because their attention was attracted to them and
because they used combinatorial mechanisms even when processing language
for meaning. On the contrary, participants who had a high semantic 𝑑′ success-
fully ignored grammatical violations to only reject semantically unacceptable
sentences. In the case of learners, this success might simply be a correlate of the
fact that they had great difficulties detecting violations, as their performance on
the GJT suggests. However, there was no correlation between the semantic 𝑑′
and the capacity to detect violations (as measured by the performance on un-
grammatical items; t(126) < 1), so learners who obtained a high semantic 𝑑′ did
not reach it just because they could not perceive the ungrammaticalities. There
is no doubt that native speakers perceived the violations; those who performed
well on the semantic acceptability task did so because they focused more on the
lexico-semantic aspects of language, which is consistent with the fact that they
exhibited much larger N400 effects.

The task completed by participants during EEG data acquisition may well in-
fluence the RDI. Commonly used GJTs focus attention on form and may increase
the likelihood of observing a P600, especiallywhen stimuli are presentedwith the
traditional and yet very artificial method of the rapid serial visual presentation.
Tanner (2019) found similar results to those previously reported with his more
ecological self-paced reading presentation – but with a simultaneous GJT. In my
experiment, I had participants process stimuli formeaning instead of form,which
let them use slightly more natural processing strategies. Not all language users
attach the same importance to grammar in their native language, and this is evi-
dent from the results of our individual differences analyses. When given a choice,
some people have no difficulties ignoring ungrammatical sentences, because they
use other cues – lexico-semantic cues, as it appears – to interpret meaning, while
others cannot do without combinatorial syntactic processes. Unfortunately, I do

9The chosen splitting point was themedian, as Hartigan’s dip test for unimodality did not reveal
a multimodal distribution of the data (𝐷 = 0.03, 𝑝 > 0.1).
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not have data concerning the number of left-handed close relatives of our native
speakers, but this parameter may explain the differences in processing strategies
(Grey et al. 2017). Using a less explicit task than a GJT proved to be of interest for
studying individual differences, as it brought forth differences in strategies used
to process meaning and not just form.

6 Conclusion

Comparing the electrophysiological correlates of language processing between
learners and native speakers is proving difficult due to a high degree of individ-
ual variability even among native speakers. The traditional biphasic pattern of
the LAN (or N400) followed by a P600 seems not to be representative of most
individuals’ responses to morphosyntactic violations – our data extend findings
obtained with agreement and phrase structure violations to tense morphology in-
congruities. The RMI did not prove a valuable measure for our data: Proficiency
was associated with a larger amplitude of the N400 effect specifically. More re-
search is needed to determine why in some cases proficiency is associated with
the amplitude of a specific component (e.g. Tanner et al. 2009; 2013; White et al.
2012), whereas at other times it is reflected by the general amplitude of the re-
sponse. The RDI is a useful way of qualifying the type of response elicited by
the violations, which reflects the strategy recruited by language users. Response
dominance has long been indirectly associated with learners’ proficiency, with
models proposing an evolution from no response to an N400 and finally a P600
(Steinhauer et al. 2009). In our data, the RDI was directly associated with profi-
ciency – among our group of intermediate learners, which can be hypothesized
to be at the intermediate stage, more accurate learners exhibited more negative
responses. But the most significant predictor in our case was participants’ strat-
egy to complete the task, as measured by the performance on the semantic ac-
ceptability judgment task.

Individual differences among native speakers question the traditional syntax-
first model (e.g. Friederici 2002): there is not one single processing route that
is nativelike, even when processing language for meaning and not to monitor
grammatical incongruities. An important next step will therefore be to under-
stand why this is the case and where the variability comes from: Is it random, or
linked to genetic or environmental factors? Using artificial languages might be
profitable to that end: Is individual variability as prevalent when all participants
have learned the language in the exact same context and used it for the exact
same purpose? A related open issue is how stable this individual variability is,

60



3 Comparing ERPs between native speakers and second language learners

over time (over several repeated sessions) but also across structures. Tanner &
van Hell (2014) found a correlation between the RDIs following two types of vio-
lations (subject-verb agreement and verb tense, i.e., missing or superfluous –ing
ending on the main verb), but more studies directly comparing RDIs across differ-
ent but comparable structures are needed. Variable learner data cannot be fully
interpreted without a good understanding of what drives the variability among
native speakers.

Another important issue will be to isolate the actual impact of the task on
individual variability. Do we observe different processing strategies because of
different task-solving strategies, or do native speakers resort to different pro-
cessing mechanisms in everyday language use? Experiments comparing ERPs to
the same structure while completing different tasks, such as acceptability judg-
ments but also priming studies or comprehension questions, should be run to
investigate this question. The development of existing technologies also offers
new research perspectives – there are now smaller and cheaper EEGs that can
be used outside of the lab, to study language in interaction for example. Even
though it will be a challenge to obtain data that are controlled enough to do ERP
analyses, these new devices will make it possible to study language processing
in more ecological settings, which in turn may shed some light on the origins of
individual variability in a less task-dependent way. In the meantime, when inter-
preting learner data, one must keep in mind the possible influence of the specific
task on the observed results.

The absence of a clear native-speaker norm means that nativelikeness is not
a concept that can be unambiguously applied to data. Identifying the sources
of individual variability among native speakers may allow us to compare more
similar populations across native speakers and non-native speakers (e.g., right-
handed speakers with no left-handed blood relatives), but that is quite restrictive
and we need to go beyond what is eminently nativelike to question what makes
processing strategies different at high proficiency. If we cannot clearly determine
whether proficient language learners use the same mechanisms as native speak-
ers, we might still be able to investigate whether they use the same range of
mechanisms, and whether the same factors affect which processes are recruited
and when.
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