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You say you want a revolution
Well you know

We all want to change the world
You tell me that it’s evolution
Well you know

We all want to change the world

Don’t you know it’s gonna be alright

— The Beatles, Revolution 1
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Introduction

Andras Barany
Bielefeld University

Theresa Biberauer
University of Cambridge, Stellenbosch University, University of the West Cape

Jamie Douglas
University of Cambridge

Sten Vikner

Aarhus University

The three volumes of Syntactic architecture and its consequences present contri-
butions to comparative generative linguistics that “rethink” existing approaches
to an extensive range of phenomena, domains, and architectural questions in lin-
guistic theory. At the heart of the contributions is the tension between descrip-
tive and explanatory adequacy which has long animated generative linguistics
and which continues to grow thanks to the increasing amount and diversity of
data available to us. As the three volumes show, such data from a large number
of understudied languages as well as diatopic and diachronic varieties of well-
known languages are being used to test previously stated hypotheses, develop
novel ideas and expand on our understanding of linguistic theory.

The volumes feature a combination of squib- and regular-length discussions
addressing research questions with foci which range from micro to macro in
scale. We hope that together, they provide a valuable overview of issues that
are currently being addressed in generative linguistics, broadly defined, allow-
ing readers to make novel analogies and connections across a range of different
research strands. The chapters in Volume 1, Syntax inside the grammar, and Vol-
ume 3, Inside syntax, address research topics both at the syntactic interfaces and

Andras Barany, Theresa Biberauer, Jamie Douglas & Sten Vikner. 2020. Introduction.
In Andrés Barany, Theresa Biberauer, Jamie Douglas & Sten Vikner (eds.), Syntactic
I architecture and its consequences II: Between syntax and morphology, v—vii. Berlin:

Language Science Press.
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in syntax proper, such as language change, complexity, and variation, as well as
alignment types, case, agreement, and the syntax of null elements.

The contributions to the present, second volume, Perspectives from morphosyn-
tax, address research questions and developments in morphosyntax. The volume
is divided into two parts, dealing with architectural (Part I) and structural issues
in morphosyntax (Part II).

The chapters in Part I, Architectural issues in morphosyntax, take on classic
issues in grammar and provide new perspectives on questions such as univer-
sality and variation (Watumull & Chomsky), language evolution and variation
(Grohmann & Leivada), as well as the architectural underpinnings of recent syn-
tactic theory. These involve the role of the structure-building operation Merge
(Zeijlstra; Moro) as well as the structure-removing operation Remove (Miiller),
and cross-linguistic questions relating to labelling (Tsoulas), the nature of lin-
earisation (Johnson), phases and cyclicity (Gallego), phrase structure (Lasnik &
Stone), and constraints on extraction from conjuncts and adjuncts (Boskovic).
Myler’s chapter explores how formal syntax can make predictions about surface
frequencies in word order variation, while the age-old question of lexical and
syntactic categories is addressed from different perspectives in the chapters by
Brandner, Kenesei, and Moro.

Part II, Structural issues in morphosyntax, starts with chapters reconsidering
properties of relative pronouns and relative clauses (Daskalaki; Douglas). The
following chapters deal with second-position and third-position effects in con-
stituent order (Mitrovi¢; Meelen, Mourigh & Cheng). Several contributions deal
with the structure of and microvariation in noun phrases, for example, with re-
spect to demonstratives (Cinque; Ledgeway; Kinn), and the properties and syn-
tactic representation of person splits in Romance (Manzini and Savoia), as well
as microvariation in passives in varieties of Dutch (Haegeman).

Taken together, then, the contributions to this volume, many of which have
clearly been influenced and inspired by Roberts (2010; 2012), Roberts & Roussou
(2003), Roberts & Holmberg (2010), Biberauer & Roberts (2012; 2015), and Biber-
auer et al. (2014) give the reader a sense of current research into morphosyntax
and morphosyntactic variation.

References

Biberauer, Theresa, Anders Holmberg & Ian Roberts. 2014. A syntactic universal
and its consequences. Linguistic Inquiry 45(2). 169-225.

vi


https://doi.org/10.1162/LING_a_00153
https://doi.org/10.1162/LING_a_00153

Introduction

Biberauer, Theresa & Ian Roberts. 2012. On the significance of what hasn’t hap-
pened. Paper presented at the 14th Diachronic Generative Syntax Conference,
Lisbon.

Biberauer, Theresa & Ian Roberts. 2015. Clausal hierarchies. In Ur Shlonsky (ed.),
Beyond functional sequence (The cartography of syntactic structures 10), 295-
313. Oxford: Oxford University Press.

Roberts, Ian. 2010. Agreement and head movement: Clitics, incorporation, and de-
fective goals. Cambridge, MA: MIT Press.

Roberts, Ian. 2012. Macroparameters and minimalism: A programme for compar-
ative research. In Charlotte Galves, Sonia Cyrino, Ruth Lopes, Filomena San-
dalo & Juanito Avelar (eds.), Parameter theory and linguistic change, 320-335.
Oxford: Oxford University Press.

Roberts, Ian & Anders Holmberg. 2010. Introduction: Parameters in minimalist
theory. In Theresa Biberauer, Anders Holmberg, Ian Roberts & Michelle Shee-
han (eds.), Parametric variation: Null subjects in minimalist theory, 1-57. Cam-
bridge: Cambridge University Press.

Roberts, Ian & Anna Roussou. 2003. Syntactic change: A minimalist approach to
grammaticalization. Cambridge: Cambridge University Press.

vii






Part1

Architectural issues in
morphosyntax






Chapter 1

Rethinking universality

Jeffrey Watumull

Oceanit

Noam Chomsky

University of Arizona, Massachusetts Institute of Technology

For a discrete infinity of reasons, Ian Roberts is to be celebrated. Here we discuss
how his important work has caused us to rethink what could be, arguably, the
most unbelievable and extraordinary aspect of language: its universality. In partic-
ular, we proffer Roberts’ theory of parameter hierarchies to corroborate an econ-
omy thesis — a thesis implying that the quiddities of language transcend human
language, and would obtain of any language anywhere in the universe.

1 Beyond the infinite

As far as anyone knows, spaceships have been successfully built by exactly
one civilisation in the entire history of the universe: by post-1957 humans
(the Space Age actually happens to coincide exactly with my lifetime, al-
though I had nothing to do with it) (Roberts 2017: 1)

Ian Roberts may not have been amongst those to engineer the Space Age, but
he is one of the best to have explained (indirectly) how it was possible, and ex-
planation is the prerequisite for all progress in scientific understanding and its
technological applications. Specifically, Roberts has over his career explained
how human language - its structure, acquisition, and historical change — has
propelled our species to being the paragon of animals - to go “beyond the infi-
nite” in Kubrick’s words.

Jeffrey Watumull & Noam Chomsky. 2020. Rethinking universality. In Andras Barany,
Theresa Biberauer, Jamie Douglas & Sten Vikner (eds.), Syntactic architecture and its
I consequences II: Between syntax and morphology, 3—24. Berlin: Language Science Press.
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Chimps, who allegedly share around 98 percent of their genes with us, [...]
show no interplanetary ambitions [...]. Our extra 2 percent makes us ex-
tremely good - by the standards of everything else in the known universe,
unbelievably, extraordinarily, cosmically good — at generating, storing and
transmitting knowledge. How do we do it? With language.

(Roberts 2017: 1-2)

In this, the sixth decade of Roberts’ cosmic existence, we celebrate him and how
his work has caused us to rethink what could be, arguably, the most unbelievable
and extraordinary aspect of language: its universality. In particular, we proffer
Roberts’ theory of parameter hierarchies to corroborate an economy thesis — a
thesis implying that the quiddities of language transcend human language, and
would obtain of any language anywhere in the universe.

2 A universal instrument

The human mind, Descartes argued, is undoubtedly in some sense a “universal in-
strument”. We cannot know with certainty what he intended by this provocative
comment, but we do know that the Cartesians would have understood language
as fundamental to any nontrivial notion of “universality” because it is language
that empowers humans to generate an unbounded set of hierarchically struc-
tured expressions that can enter into effectively infinitely many thoughts and
actions - that is, the competence of every human, but no beast or machine, to
use language in creative ways appropriate to situations but not caused by them,
and to formulate and express these thoughts coherently and without bound, per-
haps “incited or inclined” to speak in particular ways by internal and external
circumstances but not “compelled” to do so. Of course in the pre-Turing world,
the Cartesians did not know how a finite “machine” such as the brain could gen-
erate the infinity of expressions of natural language, and therefore posited a soul
where we need only posit a neurobiological Turing machine (obviously idealized
with unbounded memory, etc.). Nevertheless Descartes intuited the essence of
Turing universality: “Only a spiritual entity could achieve the limitlessness of in-
teractive language, putting words together in indefinitely many ways”, and to do
so in ways that are “free” (i.e., not compelled by internal or external conditions)
and intelligible and appropriate to situations, and to do so over an unbounded
range in different domains.

Any material machine must specialize: while a machine might do very well
some of the things people do, it would necessarily be unable to do others.



1 Rethinking universality

Any part or organ needed a particular configuration to achieve a task, and
it was impossible to have enough different parts with the requisite configu-
rations in a single machine to make it act in all the contingencies of life in
the same way that our reason makes us act. Only disembodied reason could
be ‘a universal instrument’. (Riskin 2017: 63)

Of course the genius of Turing was to discover that “[i]t is possible to invent
a single machine which can be used to compute any computable sequence”; he
called this mathematical object, appropriately, the “universal machine” (Turing
1937: 243).

Linguistic competence (and especially its creative use), in concert with other
mental faculties, establishes the general intelligence necessary for the evolution-
ary “great leap forward” of our species (see Chomsky 2016). As Roberts (2017:
182) conjects, “there might have been a crucial mutation in human evolution
which led, in almost no time from an evolutionary perspective, from [humans
living in] caves to [their creating knowledge of such sophistication as to enable
us to imagine and construct things as complex as, say,] spaceships. It’s a plausi-
ble speculation that the mutation in question was whatever it is that makes our
brains capable of computing recursive syntax, since it’s the recursive syntax that
really gives language — and thought - their unlimited expressive power. It’s one
small step from syntax to spaceships, but a great leap for humans”. A great leap
for humans - and only humans, evidently (see Berwick & Chomsky 2016). The
architecture of intelligence necessitates “provisions for recursive, hierarchical
use of previous results” as manifested in the “articulation” of a complex struc-
ture into descriptions of “elementary figures” and “subexpressions designating
complex subfigures”, with a “figure first divided into two parts; and then with
each part described using the same machinery” (Minsky 1963: 16). The recursive
capacity of intelligence is most manifest in natural language:

Whatever we can express or describe, we can treat its expression or de-
scription as though it was a single component inside another description. In
languages, this corresponds to using embedded phrases and clauses. That
final trick — of representing prior thoughts as things — gives our minds the
awesome power to use the same brain-machinery over and over again, to
replace entire conceptualizations by compact symbols, and hence to build
gigantic structures of ideas the way our children build great bridges and
towers from simple separate blocks. It lets us build new ideas from old ones;
in short, it makes it possible to think. The same is true of our [future] com-
puters. (Minsky 1985: 124)
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Thus we might expect any (super-)human-level intelligence anywhere in the uni-
verse — including any genuine artificial intelligence (“our [future] computers”)
we create — to be recursive in this way.

It has been assumed that the essential properties of human language are not
only unique, but logically contingent:

Let us define “universal grammar” (UG) as the system of principles, condi-
tions, and rules that are elements or properties of all human languages not
merely by accident but by necessity — of course, I mean biological, not log-
ical necessity. Thus UG can be taken as expressing “the essence of human
language”. (Chomsky 1975: 29)

There is no a priori reason to expect that human language will have such
properties; Martian could be different.” (Chomsky 2000: 16)

This assumption, we submit, merits rethinking in light of Roberts’ work and
progress in the Minimalist program more generally (Chomsky 1995). Recent work
demonstrating the simplicity (Watumull et al. 2017) and optimality (Chomsky et
al. 2019) of language increases the cogency of a conjecture that at one time would
have been summarily dismissed as absurd: “the basic principles of language are
formulated in terms of notions drawn from the domain of (virtual) conceptual
necessity”, the domain defined by “general considerations of conceptual natural-
ness that have some independent plausibility, namely, simplicity, economy, sym-
metry, nonredundancy, and the like” (Chomsky 1995: 171, 1) that render linguistic
computation interestingly optimal. To the extent that this strong Minimalist the-
sis (SMT) is true, the essential — computational (even mathematical) — properties
of language would derive from laws of nature — language- and even biology-
independent principles that, once realized in the mind/brain, do entail particular
properties as logically necessary. For instance, it is simply a fact of logic that
the simplest (optimal) form of the recursive procedure generative of syntactic
structures, Merge, has two and only two forms of application (i.e., external and
internal). Relatedly, given the nature of the structures Merge generates, minimal
structure distance is necessarily the simplest computation for the structure de-
pendence of rules. And so on and so forth (see Berwick et al. 2011; Chomsky
2013; Watumull 2015 for additional examples).

Research in the Minimalist program starts with the optimality conjecture and
proceeds to inquire whether and to what extent it can be sustained given the
observed complexities and variety of natural languages. If a gap is discovered,
the task is to inquire whether the data can be reinterpreted, or whether princi-
ples of simplicity and optimal computation can be reformulated, so as to solve



1 Rethinking universality

the puzzles within the framework of SMT, thus generating some support, in an
interesting and unexpected domain, for Galileo’s precept that nature is simple
and it is the task of the scientist to demonstrate it.

As we discover more and more of “the essence of human language” to be de-
fined by (virtual) conceptual necessity, the less and less absurd it is to question
just how contingent a phenomenon human language really is. It may well be
with language as with other phenomena studied in the natural sciences that, in
the words of the sage physicist J.A. Wheeler, “[b]ehind it all is surely an idea so
simple, so beautiful, that when we grasp it — in a decade, a century, or a millen-
nium - we will all say to each other, how could it have been otherwise?” (Wheeler
1986: 386). In other words, there may well be some a priori reasons to expect hu-
man language to have the (essential) properties it does; or, to put it whimsically,
the Martian language might not be so different from human language after all.
In short, the universality of universal grammar needs to be rethought.

3 Simplicity itself

Our rethinking is based on a rethinking — or reminding - of simplicity as orig-
inally conceived in generative linguistics. “[S]implicity, economy, compactness,
etc” were proffered in the first work on generative grammar as criteria the gram-
mar of a language must satisfy: “Such considerations are in general not trivial
or “merely esthetic”. It has been recognized of philosophical systems, and it is, I
think, no less true of grammatical systems, that the motives behind the demand
for economy are in many ways the same as those behind the demand that there
be a system at all” (Chomsky 1951: 1, 67). This proposition echoed that of Good-
man (1943: 107): “The motives for seeking economy in the basis of a system are
much the same as the motives for constructing the system itself”. The idea is ele-
mentary but profound: if the theory is no more simple, economical, compact, etc.
than the data it is proffered to explain, it is not a theory at all; hence the more
compressed the theory, the more successful - i.e., the more explanatory - it is.
The mathematician Gregory Chaitin (2005: 64) has formalized this idea in
terms of algorithmic information theory: “a scientific theory [can be thought
of] as a binary computer program for calculating observations, which are also
written in binary”; a generative grammar can thus be thought of as a program
for generating syntactic structures. “And you have a law of nature if there is
compression, if the experimental data is compressed into a computer program”,
equivalently a grammar, “that has a smaller number of bits than are in the data
that it explains”, or generates. “The greater the degree of compression, the better
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the law, the more you understand the data. But if the experimental data cannot
be compressed, if the smallest program for calculating it is just as large as it is
[...], then the data is lawless, unstructured, patternless, not amenable to scien-
tific study, incomprehensible. In a word, random, irreducible”. In the terms of
generative grammar (Chomsky & Miller 1963: 285):

As a matter of principle, a grammar must be finite. If we permit ourselves
grammars with an unspecifiable set of rules[,] we can simply adopt an infi-
nite sentence dictionary. But that would be a completely meaningless pro-
posal. Clearly, a grammar must have the status of a theory about those reg-
ularities that we call the syntactic structure of the language.

To have the status of a theory, the grammar must be compressed, generating -
and thereby explaining — the regularities in syntactic structures.

This idea is appreciated surprisingly seldom today: many computational cog-
nitive scientists and machine learning theorists (and hence virtually all “artifi-
cial intelligence” (Al) labs in academia and industry) have perversely redefined
a successful theory or computer program to be one that merely approximates or
classifies unanalyzed data. This contrasts dramatically with the Enlightenment
definition in which data are selectively analyzed as evidence for/against conjec-
tured explanations (see Popper 1963; Chomsky 2000; Deutsch 2011). The machine
learning systems (e.g., deep learning neural nets, reinforcement learning tech-
niques, etc.) so popular in the current “Al spring” are weak AI: brute-force sys-
tems laboriously trained to “unthinkingly” associate patterns in the input data to
produce outputs that approximate those data in a process with no resemblance to
human cognition (thus betraying Turing’s original vision for Al). These systems
will never be genuinely intelligent, and are to be contrasted with the strong —
anthronoetic — Al Turing envisioned: a program designed to attain human-level
competence with a human-style typified by syntactic generativity and semantic
fluidity — to think the way a human thinks. Today such programs, based on gen-
erative grammars, are finally being built.!

The early discussions on simplicity were addressing the logic of theory con-
struction by the scientist, but later (Chomsky 1965: 4) this logic was analogized
to the learning of language by children: “The problem for the linguist, as well as
for the child learning the language, is to determine from the data of performance
the underlying system of rules that has been mastered by the speaker-hearer”. To
determine the grammar (qua “theory” in the mind of the learner and qua theory
of the mind by the linguist), some procedure to evaluate candidate grammars

Thttps://www.oceanit.com/science-technology/artificial-intelligence/


https://www.oceanit.com/science-technology/artificial-intelligence/

1 Rethinking universality

is necessary. Specifically, a format-evaluation framework: “(v) specification of a
function m such that m(i) is an integer associated with the grammar G; as its value
(with, let us say, lower value indicated by higher number)” (Chomsky 1965: 31).
Naturally, “simpler” grammars are more highly valued, but, then as now, “sim-
plicity” is complex: “In the context of this discussion, ‘simplicity’ (that is, the
evaluation measure m of (v)) is a notion to be defined within linguistic theory
along with “grammar”, “phoneme”, etc. Choice of simplicity measure is rather
like determination of the value of a physical constant” (Chomsky 1965: 37-38).
Goodman (1943: 107-108) too was cognizant of the complexity of simplicity, ob-
serving that “the mere counting of primitives is no satisfactory measure” because
“by the purely mechanical application of certain logical devices, we can readily re-
duce all the primitives of any system to one”. Thus while Goodman searched for
a general notion of simplicity applicable to all systems, a specific notion applica-
ble to language was sought in generative linguistics, and both ultimately “failed”
(i.e., superseded by better notions — characteristic of a healthy science): the for-
mer for technical reasons, the latter because of the success of the principles-and-
parameters (P&P) framework (Chomsky 1981), which obviated the need for any
simplicity measure of the type envisioned for the format-evaluation framework.

4 The principles-and-parameters mission

In P&P, language acquisition is the process of setting the values for the finitely
many universal parameters of the initial state of the language faculty (UG). The
apparent complexity and diversity of linguistic phenomena is illusory and epi-
phenomenal, emerging from the interaction of invariant principles under vary-
ing conditions. This was a radical shift from the early work in generative linguis-
tics, which sought only an evaluation measure that would select among alterna-
tive theories of a language (grammars) — the simplest congruent with the format
encoded in UG and consistent with the primary linguistic data. But with the P&P
shift in perspective, simplicity can be rethought, though this was not initially ap-
preciated. As discussed in the earliest work in generative linguistics, notions of
simplicity assume two distinct forms: the imprecise but profound notion of sim-
plicity that enters into rational inquiry generally, and the theory-internal mea-
sure of simplicity that selects among I-languages. The former notion of simplicity
is language-independent, but the theory-internal notion is a component of UG,
a subcomponent of the procedure for determining the relation between experi-
ence and I-language (again, something like a physical constant). In early work,
the internal notion was implemented in the form of the evaluation procedure
to select among proposed grammars/I-languages consistent with the UG format
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for rule systems. But, as Ian Roberts (2012) and others (e.g., Sheehan et al. 2017)
discovered, the P&P approach transcends that limited, parochial conception of
simplicity: with no evaluation procedure, there is no internal notion of simplicity
in the earlier sense. There remains only the universal notion of simplicity.

In P&P, grammars — I-languages — are simple, but, as evidenced in Roberts’
work (e.g., Roberts & Holmberg 2010), they are so by virtue of third-factor prin-
ciples of computational efficiency (Chomsky 2005), not by analogy to theory-
construction or by stipulation in UG. In fact, rather than “simple”, we propose to
define P&P-style acquisition as “economical”, which, in the Leibnizian spirit, we
understand to subsume simplicity:

The most economical idea, like the most economical engine, is the one that
accomplishes most by using least. Simplicity — or fuel consumption - is a
different factor from power [i.e., generative capacity, empirical coverage,
etc.] but has to be taken equally into consideration [...]. The economy of
a basis may be said to be the ratio of its strength to its simplicity. But su-
perfluous power is also a waste. Adequacy for a given system is the only
relevant factor in the power of a basis; and where we are comparing several
alternative bases for some one system, as is normally the case, that factor
is a constant. Thus in practice the simplest basis is the most economical.
(Goodman 1943: 111)

Economy, in other words, is a minimax notion. In Leibniz’s words (see Roberts
& Watumull 2015): “the simplicity of the means counterbalances the richness of
the effects” so that in nature “the maximum effect [is] produced by the simplest
means”. This notion is enshrined in the Galilean ideal (see Chomsky 2002).

One economical form of P&P-style learning explicable in terms of third-factors
is the traversal of a parameter hierarchy (see Roberts 2012; Biberauer 2016) - pa-
rameter specification. In such a system, the child is not unthinkingly enumerat-
ing and evaluating grammars.? Instead, the I-language matures to a steady state
in a relatively deterministic process of “answering questions” that emerge nat-
urally and necessarily in the sense that there exist “choices” in acquisition that
logically must be “made” for the system to function at all; none of the parame-
ters need be encoded in the genetic endowment (see Obata et al. 2015 for similar
ideas). This is the ideal, of course. Like SMT generally, how closely it can be
approximated is an empirical matter, and there remain many challenges.

“Such an inefficient and unintelligent technique is the modus operandi of many machine learn-
ing (weak AI) systems.
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Parameter specification - i.e., the P&P-conception of “learning” as the speci-
fication of values for the variables in I-language — can be schematized as a de-
cision tree (parameter hierarchy) which, as Roberts has shown, is governed by
minimax economy: minimizing formal features (feature-economy) coupled with
maximizing accessible features (input-generalization). Traversal of a hierarchy -
a conditional-branching Turing machine program - is inevitably economical in
that the shortest (in binary) and most general parameter settings are necessarily
“preferred” in the sense that the faster the computation halts, the shorter the pa-
rameter settings. For instance, to specify word-order, a series of binary queries
with answers of increasing length and decreasing generality (microparameters)
is structured thus:

Is head-final present?

head-initial Present on all heads?

|
head-final Present on [+V] heads?

/\
YES
| |

head-final in clauses only Presenton ...?

For compatibility with computability theory and Boolean logic, the parameter
hierarchy can be translated as follows:

(1) Hierarchy: H
State T: Decision problem
Yes: 0/1 (0 = transition to state T+1) (1 = halt and output parameter
specification for H)
No: 0/1(0 = transition to state T+1) (1 = halt and output parameter
specification for H)

11
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(2) Hierarchy: Word order
State 1: Is head-final present?
Yes: Output 0 (transition to State 2)
No: Output 1 (halt and output “head-initial”)

State 2: Present on all heads?
Yes: Output 1 (halt and output “head-final”)
No: Output 0 (transition to State 3)

State 3: Present on [+V] heads?
Yes: Output 1 (halt and output “head-final in clause only”)
No: Output 0 (transition to State 4)

So in P&P, the logic is not “enumerate and evaluate” with stipulative (theory-
internal) simplicity measures: it is “compute all and only what is necessary”,
which implies the language-independent reality of economy in that, as with the
parameter hierarchies, the process answers all and only the questions it needs to.
It is not that there is any explicit instruction in the genetic endowment to prefer
simple answers: it is simply otiose and meaningless to answer unasked questions
(i.e., once the parameters are set, the computation halts).3

Moreover the “answers” to “questions” can be represented in binary. Indeed bi-
nary is a notation-independent notion necessary and sufficient to maximize com-
putation with minimal complexity: functions of arbitrarily many arguments can
be realized by the composition of binary (but not unary) functions — a truth of
minimax logic with “far-reaching significance for our understanding of the func-
tional architecture of the brain” (Gallistel & King 2010: x). The mathematical and
computational import of binary was rendered explicit in the theories of Turing
(1937) and Shannon (1948), the former demonstrating the necessarily digital -
hence ultimately binary — nature of universal computation (a universal Turing
machine being the most general mathematical characterization of computation);
the latter formalizing information in terms of bits (binary digits). The consilience
of these ideas is our economy thesis: human language is based on simple repre-
sentations (i.e., bits) and strong computations (i.e., the binary functions of Turing
machines) — and “economy of a basis may be said to be the ratio of its strength
to its simplicity” (Goodman 1943: 111).

*In this way it is trivial to derive Ockham’s razor from virtual conceptual necessity. If the law of
parsimony is not to multiple entities beyond necessity, and language conforms to conceptual
necessity, then ergo it is maximally parsimonious. As Wittgenstein (1922) observed: “Ockham’s
maxim is, of course, not an arbitrary rule, nor one that is justified by its success in practice: its
point is that unnecessary units in a sign-language mean nothing” (5.47321); “If a sign is useless,
it is meaningless. That is the point of Ockham’s maxim” (3.328).

12
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5 Universal economy

As one of the “general considerations of conceptual naturalness that have some
independent plausibility”, economy would be a factor that obtains of any opti-
mally “designed” (natural or artificial) computational system. So, rethinking uni-
versality, if the Martian language were optimal in the sense of conforming to
virtual conceptual necessity, then it might be surprisingly similar to human lan-
guage. In point of fact, we ought not to be too surprised. It is now well established
by biologists that convergence is a common theme in any evolutionary process:

the number of evolutionary end-points is limited: by no means is everything
possible. [Because of evolutionary convergence,] what is possible usually
has been arrived at multiple times, meaning that the emergence of the var-
ious biological properties is effectively inevitable.

(Conway Morris 2013: xii—xiii)

Indeed, the paleontologist Simon Conway Morris argues that human-style in-
telligence was effectively inevitable given the initial conditions of evolution on
Earth. And there is no reason a priori to assume that the principle of evolutionary
convergence is unique to the biology of a particular planet. Quite the contrary,
if we accept the rational form of inquiry in which the principle is understood
abstractly in a computational framework. The idea is that any computational
system anywhere made of anything is governed by laws of computation. As the
cognitive scientist C.R. Gallistel and computer scientist Adam King argue per-
suasively (Gallistel & King 2010: 167):

The functional structure of modern computers is sometimes discussed by
neuroscientists as if it were an accidental consequence of the fact that com-
puting circuits are constructed on a silicon substrate and communicate by
means of pulses of electrical current sent over wires. Brains are not com-
puters, it is argued, because computers are made of silicon and wire, while
brains are made of neurons. We argue that, on the contrary, several of the
most fundamental aspects of the functional structure of a computer are dic-
tated by the logic of computation itself and that, therefore, they will be
observed in any powerful computational device, no matter what stuff it is
made of. In common with most contemporary neuroscientists, we believe
that brains are powerful computational devices. We argue, therefore, that
those aspects of the functional structure of a modern computer that are dic-
tated by the logic of computation must be critical parts of the functional
structure of brains. (Gallistel & King 2010: 167)
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This argument simply reiterates Turing’s (1950: 446) thesis that “[i]f we wish
to find such similarities [as may exist between minds and machines] we should
look [not at their substrates, but] rather for mathematical analogies of function”.
And given this universality of the functional, mathematical architecture of com-
putation, it is possible that we may need to rethink how uniquely human or even
uniquely biological our modes of mental computation really are. One interesting
implication is that we must rethink any presumptions that extraterrestrial intel-
ligence or artificial intelligence would really be all that different from human
intelligence.

So we assume that human language is a computational process that can be
characterized by a Turing machine (see Watumull 2015). It is possible to explore
the space of all possible Turing machines (i.e., the space of all possible computer
programs), not exhaustively of course, but with sufficient breadth and depth to
make some profound discoveries. The late Marvin Minsky, founder of the arti-
ficial intelligence laboratory at MIT, and his student Daniel Bobrow, once enu-
merated and ran some thousands of the simplest Turing machines (computer
programs with minimal numbers of rules). Intriguingly, out of the infinity of
possible behaviors, only a surprisingly small subset emerged. These divided into
the trivial and the nontrivial. The boring programs either halted immediately
or erased the input data or looped indefinitely or engaged in some similar silli-
ness. The remainder, however, were singularly interesting: all of these programs
executed an effectively identical counting function - a primitive of elementary
arithmetic. In fact, this operation reduces to a form of Merge (see Chomsky 2008).
More generally, these “A-machines” (A for arithmetic) prove a point:

[I]t seems inevitable that, somewhere, in a growing mind some A-machines
must come to be. Now, possibly, there are other, really different ways to
count. So there may appear, much, much later, some of what we represent
as ‘B-machines’ — which are processes that act in ways which are similar,
but not identical to, how the A-machines behave. But, our experiment hints
that even the very simplest possible B-machine will be so much more com-
plicated that it is unlikely that any brain would discover one before it first
found many A-machines. (Minsky 1985: 121)

Let us think of this exploration as exposing parts of some infinite ‘universe

of possible computational structures’. Then this tiny fragment of evidence

suggests that such a universe may look something like [Figure 1.1].
(Minsky 1985: 120)
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X X
X X X
A X X A X
x x A AN
X X X X X A
x x x A x / X\
x A X X XX/ XX N\ XX

X X /x X X XX X /X XXX\ X
X X A X X X X A X X A X
X AX X X X A x XXX XX X / N XXXX
XX A XX XXXX XXX X X A x A x X
X XXXAXXX XXX XXX XXX X 7 N XX XXX XXX

X X XX XXX XXX XXX XXXX B XX XXX XXX XXX XXXX X
X X XXX XXX XXX XXX XXXX/ \1XX XXX XXX XXX XXX XX

Figure 1.1: Representation of a universe with “A” and “B-machines”
(Minsky 1985: 120)

This is evidence that arithmetic — the foundation of any mathematical/com-
putational system — as represented in an A-machine — reducible to Merge — is
technically an attractor in the phase space of possible mathematical structures:

any entity who searches through the simplest processes will soon find frag-
ments which do not merely resemble arithmetic but are arithmetic. It is not
a matter of inventiveness or imagination, only a fact about the geography
of the universe of computation. (Minsky 1985: 122)

Curiously, some physicists have argued that human mathematics is contingent:
“the next batch of aliens might turn out to be different” (Alford 2006: 774), with
no recognizable rules or systems. This objection echoes once regnant dogma in
linguistics that “[human] languages could differ from each other without limit
and in unpredictable ways” such that linguists ought to proceed “without any
preexistent scheme of what a language must be” (Joos 1957: 96, v), implying that
any two human languages could be as different from each other as any one could
be from an alien language. But this dogma could not withstand critical scrutiny,
and was dispelled with the advent of generative linguistics and its formulation
of universal grammar — the theory of the abstract grammatical system encoded
genetically in Homo sapiens sapiens — and crucially by the deeper empirical in-
quiries into the languages of the world undertaken within the framework of
generative grammar (e.g., the spectacular demonstration that Warlpiri, contrary
to all appearances, has the standard hierarchical structures universal to natural
languages (see Hale 1976; Legate 2001). To the extent that SMT is true, general
properties derivative of this formal system define the properties universal to par-
ticular languages. Therefore we should indeed study these particular languages
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with a “preexistent scheme of what a language must be” because UG and general
principles of computation constrain the space of possible linguistic properties.
And thus languages could not “differ from each other without limit”, but only in
“[predictable] ways”.

The thesis that arithmetic is an attractor in the phase space of possible math-
ematical structures obviously generalizes beyond arithmetic to all simple com-
putations (see Wolfram 2002 for countless examples). “Because of this, we can
expect certain ‘a priori’ structures to appear, almost always, whenever a com-
putational system evolves by selection from a universe of possible processes”
(Minsky 1985: 119). Analogously, we submit that it is not implausible that an evo-
lutionary search through the simplest computations will soon find something
like Merge. Merge is an operation so elementary as to be subsumed somehow in
every more complex computational procedure: take two objects X and Y already
constructed and form the object Z without either modifying X or Y, or impos-
ing any additional structure on them: thus Merge(X, Y) = {X, Y}.* This simple
assumption suffices to derive in a principled (necessary) way a complex array
of otherwise arbitrary (contingent) phenomena such as the asymmetry of the
conceptual-intentional and sensory-motor interfaces (entailing the locus of sur-
face complexity and variety), the ubiquity of dislocation, structure-dependence,
minimal structural distance for anaphoric and other construals, the difference
between what reaches the mind for semantic interpretation and what reaches
the apparatus of articulation and perception (see Chomsky 2017).

6 The dawn of language

As we discussed in terms of our economy thesis, simplicity can be defined in
algorithmic information theory (or the theory of program-size complexity): the
complexity of a program is measured by its maximally compressed length in bits
so that the simplest program is that with the shortest description. A search of
the phase space of possible programs, whether conducted consciously (e.g., by
us, extraterrestrials, etc.) or unconsciously (e.g., by modern computers, evolu-
tion, etc.) automatically proceeds in size order from the shortest and increasing
to programs no shorter than their outputs (these incompressible programs are
effectively lists); many complex programs would subsume simpler programs as
the real numbers subsume the natural numbers. And, as demonstrated logically
and empirically, “any evolutionary process must first consider relatively simple

*This formulation of Merge requires some rethinking in ways that we can put aside here (see Wa-
tumull et al. in press for discussion).
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systems, and thus discover the same, isolated, islands of efficiency” (Minsky 1985:
122). Why are the simple systems (e.g., Merge) so sparsely distributed in the phase
space of possible processes? (Why are they “islands” in the computational uni-
verse?) Why are there no “similar” processes in the neighborhood? (There is not
something “like” arithmetic out there: there is just arithmetic, “cold and austere,
[...] yet sublimely pure, and capable of a stern perfection such as only the great-
est art can show” in Bertrand Russell’s words.) The answer must be that small
sets of rules (e.g., Merge) can generate unbounded complexity, but the converse
is not in general true: it is simply a mathematical fact (a tautology) that there is
only a small set of small sets of rules, and thus not all complex phenomena can be
generated by small sets of rules (there is simply not a sufficient number of small
sets of rules “to go around”). This explains why, for instance, one cannot fiddle
with arithmetic: one cannot posit its simple rules, generate a universe of conse-
quences, and then make changes to that universe and expect the simple rules
to cover the “revised” universe (e.g., one cannot remove a number or change a
sum, product, etc.). Analogously, having posited Merge and executed it to gener-
ate the discrete infinity of syntactic structures, one cannot modify the logic (e.g.,
structure dependence) that obtains of those structures by dint of their having
been generated by Merge and still expect Merge to generate new structures that
conform to the modified logic, for the modified system is now “miraculous” in
the technical sense of possessing properties that did not emerge from the rules
themselves (or nonarbitrary third factors, i.e., laws of nature). And there cannot
be infinitely many sets of small rules in the neighborhood of Merge to produce
the effect of continuity. Thus there can only be islands of computation, not con-
tinents.

Thus it may well be that, given the universal and invariant laws of evolution,
convergence on systems — Turing machines — virtually identical to those “dis-
covered” in our evolutionary history is inevitable.> Hence our rethinking the
proposition “Martian could be different”.

The fact that simple computations are attractors in the phase space of possible
computations goes some way to explaining why language should be optimally de-
signed (insofar as SMT holds) in that an evolutionary search is likely to converge
on it, which leads us to consideration of the origin of language. Convergence is
a consequence of constraints. As with intelligence, evolution and development
are possible only by coupling scope with constraints. Stated generally: the scope

Indeed we might speculate that were we to “wind the tape of life back” and play it again, in
Stephen Jay Gould’s phrasing, not only would something like Merge reemerge, but something
like humans could well be “inevitable”, as some biologists have suggested (see Conway Morris
2013).

17



Jeftfrey Watumull & Noam Chomsky

of any creative process is a function of its operating within limits. In the context
of evolution, for instance, Stuart Kauffman (1993: 118) observes,

Adaptive evolution is a search process — driven by mutation, recombination,
and selection — on fixed or deforming fitness landscapes. An adapting pop-
ulation flows over the landscape under these forces. The structure of such
landscapes, smooth or rugged, governs both the evolvability of populations
and the sustained fitness of their members. The structure of fitness land-
scapes inevitably imposes limitations on adaptive search.

The analogy to mind is deeply nontrivial, for “intellectual activity consists mainly
of various kinds of search” (Turing 1948: 431).

The evolution of language is mysterious (see Hauser et al. 2014), but SMT is
consistent with the limited archeological evidence that does exist on the emer-
gence of language, evidently quite recently and suddenly in the evolutionary
time frame (see Tattersall 2012).° Furthermore there is compelling evidence for
SMT in the design of language itself. For instance, it is a universal truth of nat-
ural language that the rules of syntax-semantics are structure-dependent (see
Berwick et al. 2011): hierarchy, not linearity, is determinative in the application
of rules and interpretation of expressions. This implies a far-reaching thesis with
many consequences: linear order is a peripheral property of language, emerging
only in externalization at the sensory-motor interface (where serial ordering is
necessary). If this thesis holds generally, then Aristotle’s dictum that language
is “sound with meaning” should be revised: language is not sound with mean-
ing, but rather meaning with sound (or some other modality of externalization),
a very different concept, reflecting a different traditional idea: that language is
fundamentally an instrument of thought — “audible thinking”, “the spoken in-
strumentality of thought”, as William Dwight Whitney expressed the traditional
conception (see Chomsky 2013), consistent with the Cartesian idea that language
is a central component of our mind as a “universal instrument”, endowing us with
general intelligence. As Francois Jacob suggested (see Berwick & Chomsky 2011),
plausibly, “the role of language as a communication system between individuals
would have come about only secondarily” to the emergence of generative syntax
(Merge, we would now say) and its mapping of structures to the conceptual-
intentional system for semantic interpretation. “The quality of language that
makes it unique does not seem to be so much its role in communicating direc-
tives for action” or other typical features of animal communication, but rather

®There is quite compelling evidence that since the trek of our ancestors from Africa some 50,000
years ago, the language faculty has undergone no significant change, and not very long before
(in evolutionary time) there is no evidence that it existed at all.
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“its role in symbolizing, in evoking cognitive images”, in molding our notion of
reality and yielding our capacity for thought and planning, through its unique
property of allowing “infinite combinations of symbols” and therefore “mental
creation of possible worlds”. Thus the most reasonable speculation today — and
one that opens productive lines of research — is that from some simple rewiring
of the brain, Merge emerged, naturally in its simplest form, providing the basis
for unbounded and creative thought — the “great leap forward” evidenced in the
archeological record and in the remarkable differences distinguishing modern
humans from their predecessors and the rest of the animal kingdom (see Huy-
bregts 2017; Berwick & Chomsky 2016 for in-depth discussion of these topics).

If this conjecture can be sustained, we could answer the question why lan-
guage should be optimally designed: optimality would be expected under the pos-
tulated conditions, with no selectional or other pressures operating; the emerg-
ing system should just follow the laws of nature such as minimal computation
and more “general considerations of conceptual naturalness that have some inde-
pendent plausibility, namely, simplicity, economy, symmetry, nonredundancy,
and the like” — rather the way a snowflake forms. If this is correct, then, con-
trary to what was once presumed, there would be a priori reasons to expect any
language anywhere in the universe would resemble human language; the “princi-
ples, conditions, and rules that are elements or properties of all human languages”
would be logically necessary, deriving from laws of nature. And so, just as physi-
cists seek “an idea so simple, so beautiful, that [...] we will all say to each other,
how could it have been otherwise?”, in the study of language we search for — and
are discovering — objects of great beauty and simplicity.

7 The wonders of language

It is [...] quite possible that we, as a species, have crossed a cognitive thre-
shold. Our capacity to express anything, through the recursive syntax and
compositional semantics of natural language, might have taken us into a
cognitive realm where anything, everything, is possible. Effectively, having
language has made us the equal of any extraterrestrial.

(Roberts 2017: 181-182)

Notwithstanding the universal logic of computation, it is obviously necessary
that there exist constraints on the mind if it is to have any scope at all, and these
constraints may very well be uniquely human. Taking the extreme case, sup-
pose that the human mind is a universal Turing machine (see Watumull 2015).

19



Jeftfrey Watumull & Noam Chomsky

Such a mind could be a universal explainer. The argument is simple: a universal
Turing machine can emulate any other Turing machine (i.e., a universal com-
puter can run any program); a program is a kind of theory (written to be read-
able/executable by a computer); thus a universal Turing machine can compute
any theory; and thus, assuming that everything in the universe could in prin-
ciple be explained by and understood within some theory or other (in other
words, assuming no magic, miracles, etc.), a universal Turing machine - a Turing-
universal mind - could explain and understand everything. It is an intriguing
conclusion, and not obviously false, but numerous objections could be posed.
For instance,

an arbitrary Turing machine, or an unrestricted rewriting system, is too
unstructured to serve as a grammar [...]. Obviously, a computer program
that succeeded in generating sentences of a language would be, in itself, of
no scientific interest unless it also shed some light on the kinds of structural
features that distinguish languages from arbitrary, recursively enumerable
sets. (Chomsky 1963: 360)

Beyond language, if a Turing-universal mind is to be a universal explainer, it
should not generate all possible explanations, true and false, because that would
be merely to restate the problem of explaining nature: deciding which in an infi-
nite set of explanations are the true (or best) explanations is as difficult as con-
structing the best explanations in the first place. There must be “limits on admis-
sible hypotheses”, in the words of Charles Sanders Peirce (see Chomsky 2006).
This interdependence of scope and limits has been expounded by many creative
thinkers and analyzed by (creative) philosophers of esthetics: the beauty of jazz
emerges not by “playing anything”, but only when the improvisation is struc-
tured, canalized; the beauty of a poem is a function of its having to satisfy the
constraints of its form, as the mathematician Stanislaw Ulam (1976: 180) observed,

When I was a boy I felt that the role of rhyme in poetry was to compel
one to find the unobvious because of the necessity of finding a word which
rhymes. This forces novel associations and almost guarantees deviations
from routine chains or trains of thought. It becomes paradoxically a sort of
automatic mechanism of originality.

Thus from science to art, we see that the (hypothesized) infinite creativity of the
Turing-universal human mind is non-vacuous and useful — and beautiful — only
if it operates within constraints — constraints that appear to be uniquely human.

20



1 Rethinking universality

So understanding language means understanding a very big part of what it
is to be human, what it is to be you. And that is perhaps the greatest wonder
of language of all. (Roberts 2017: 182)

The wonders of language Ian Roberts has illuminated are beyond counting; we
have surveyed but a twinkling here. Indeed, of his work we might say, in closing,
“my God! - it’s full of stars!” (Clarke 1968: 202).

Abbreviations

SMT  strong Minimalist thesis UG Universal Grammar
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Chapter 2

Reconciling linguistic theories on
comparative variation with an
evolutionarily plausible language
faculty

Kleanthes K. Grohmann
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Evelina Leivada
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This work aims to reconcile the atomic objects of study typically assumed within
comparative variation studies with an evolutionarily plausible faculty of language.
In the process, we formulate and address the incompatibility problem, the observa-
tion that studying comparative (micro)variation has progressively led to an evolu-
tionarily implausible Universal Grammar. We identify a solution to this problem
through arguing in favour of a so-called emergentist approach to some linguistic
primitives. We then address the granularity mismatch problem and argue on the
basis of this emergentist approach firstly, that linguistic and neurocognitive stud-
ies of language may be brought to the same level of granularity, and secondly, that
specific insights from comparative variation can inform an evolutionarily plausible
approach to human language.

1 Introduction

The topic of language variation and how it informs our study of the faculty of
language (FL) together with its initial state are currently at the forefront of lin-
guistic research (for latest overviews, see e.g. Hinzen 2014; Trettenbrein 2015;
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Berwick & Chomsky 2016). As a matter of fact, the exploration of variation from
a comparative, cross-linguistic perspective can be considered one of the very few
topics which both linguists and cognitive neuroscientists agree merits further at-
tention.

A representative perspective of the first area of research is that of generative
linguist Noam Chomsky. When asked in a recent interview what the main ad-
vantages and/or reasons to study linguistic variation are, he reiterated a view
that has been repeatedly explored in his work: In order to determine the capac-
ity to use and understand language, we need to know “what options it permits”
(Chomsky 2015). Put differently, if we want to understand FL and its initial state,
Universal Grammar (UG), we must determine what structures UG is capable of
generating. In the same vein, we should also determine what structures UG is
not capable of generating as striking typological gaps across phylogenetically di-
verse languages call for explanations that can enrich our theory of language (see
Biberauer, Holmberg & Roberts 2014 for a concrete example). From a linguistic
perspective, we will call this the “insider” view.

To pursue the analogy, the perspective of cognitive neuroscientist Peter Ha-
goort can be described as the “outsider” view. Hagoort devoted part of his ple-
nary talk at the 47th annual meeting of the Linguistic Society of Europe to how
linguistics, once seen as a key player in the field of cognitive science, has seen
its influence fade over the years (Hagoort 2014). This alienation directly relates
to how linguists have presented their discoveries in the study of language vari-
ation. Often linguists have captured aspects of comparative variation through
postulating primitives that they did not grow or derive in any sense, typically
by assuming that a UG-encoded feature drives the relevant linguistic representa-
tion. Such postulations cannot be informative in the long run. Perhaps they can
be successfully employed when one deals with some language A or B, but when
the aim is broader (e.g., to approach our language-readiness and UG as its initial
state), then such postulations are rather impeding progress.

In this context, the two most important questions to be addressed are (i) why
this alienation across disciplines is happening and (ii) whether there is a rem-
edy for this situation. The second question is the topic of §2. With respect to
the first question, it seems that the reason is in part the way the topic of lan-
guage variation has been approached over the last few years. More specifically,
discussing comparative syntax and the way parametric models capture variation
(see, for example, the recent collection of papers in Fabregas et al. 2015), Biber-
auer, Holmberg, Roberts & Sheehan (2014) argue that linguistic descriptions that
have emerged since Chomsky (1981) have achieved an increasingly high level of
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descriptive adequacy, but sacrificed explanatory adequacy due to the postulation
of more and more entities in UG. In their words:

Arguably, the direction that [principles & parameters] (P&P) theory has
taken reflects the familiar tension between the exigencies of empirical de-
scription, which lead us to postulate ever more entities, and the need for
explanation, which requires us to eliminate as many entities as possible. In
other words, parametric descriptions as they have emerged in much recent
work tend to sacrifice the explanatory power of parameters of Universal
Grammar in order to achieve a high level of descriptive adequacy. (Biber-
auer, Holmberg, Roberts & Sheehan 2014: 104)

Describing linguistic data and formulating observations or generalisations
over these data may then offer observational adequacy, possibly even descrip-
tive adequacy, but not explanatory adequacy.

Although Biberauer, Holmberg, Roberts & Sheehan’s point is well-taken, it is
only a part of the issue at hand. Another part is presented by Yang (2004) when
he writes that

adult speakers, at the terminal state of language acquisition, may retain mul-
tiple grammars, or more precisely, alternate parameter values; these facts are
fundamentally incompatible with the triggering model of acquisition [...] It
is often suggested that the individual variation is incompatible with the Chom-
skyan generative program. (Yang 2004: 50-51)

We can thus phrase the full problem as follows:

(1) The incompatibility problem: Studying microvariation has led to a model
entailing an evolutionarily implausible UG/FL.

Put differently, we have managed to describe many linguistic structures across
different languages, but now we have trouble explaining the ontology of the bi-
ological “structure” underlying their existence: UG. Given the short time scale
typically assumed for evolution, the higher the degree of linguistic specificity
encoded in UG, the more difficult the task of accounting for it in evolutionary
terms.

Reconciling a bottom-up approach to UG and a resulting evolutionarily plau-
sible FL with the findings from the literature on language variation has the po-
tential to solve not only the incompatibility problem but also Poeppel’s problem.
More specifically, this reconciliation can overcome the granularity mismatch
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considerations according to which linguistic and neuroscientific studies of lan-
guage operate with objects of different granularity in a way that makes the con-
struction of interdisciplinary bridges particularly difficult (cf. the granularity mis-
match problem in Poeppel & Embick 2005). A bottom-up approach to UG entails
a non-overarticulated UG which consists of a few computational principles (as
Di Sciullo et al. 2010 have argued) only, leaving outside of this component many
of the linguistic primitives that have been ascribed to it within comparative vari-
ation studies.

In this context, the next section discusses the importance of studying variation
from a comparative, cross-linguistic perspective while at the same time maintain-
ing a bottom-up approach to UG (i.e. an approach to UG from below that seeks to
ascribe to it as little as possible, while maximizing the role of the other two fac-
tors in language design; Chomsky 2007). Pursuing a bottom-up vs. a top-down
approach matters because depending on how much one ascribes to UG, the plau-
sibility of the latter from an evolutionary perspective changes significantly. Our
main aim is to offer the following solution to the incompatibility problem: An
emergentist approach to some UG primitives can reconcile the Chomskyan gen-
erative program and the individual variation attested in reality. §3 then aims to
offer a concrete demonstration of how relevant findings and primitives from the
field of language variation can inform a biological approach to human language.
§4 concludes and presents some suggestions for future work on this topic.

2 An emergentist approach to UG primitives

The second question that arose in the context of Hagoort’s view on the inter-
action of linguistics with the larger field of cognitive science is whether there
is a remedy for the observed decreased influence of linguistics. Hagoort (2014)
offers five different directions for rectifying this issue. We apply some of these di-
rections through pursuing an approach to UG primitives from below (Chomsky
2007), while at the same time retaining in our theory of FL some of the theoreti-
cal notions that pertain to the comparative variation literature. This combination
has the potential of killing two birds with one stone, solving not only the incom-
patibility problem but also doing justice to the patterns of (micro)variation that
are attested across languages in the following, two-step way:

I. Disentangling variation by teasing apart the different contributing factors
which are responsible for deriving it in a way that does justice to soci-
olinguistic and psycho-/neurolinguistic aspects of language use, such as
mono- vs. bilingual acquisition trajectories, the sociolinguistic status of
the linguistic input, and the non-linguistic part of the environment.
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II. Keeping UG primitives to a minimum in order to effectively comply with
both minimalist principles and evolutionary constraints.

Point (I) has a second part that will not be addressed in this paper but that
should be kept in mind nevertheless if the goal is to construct interdisciplinary
bridges and overcome the granularity mismatch problem: Embedding the the-
ory of language variation that emerges from step (I) into a “shared context of
justification” (Hagoort 2014) by obtaining reliable data from different language
groups, each of which may contribute its own characteristics towards deriving
variation.! In practice, this would mean that careful elicitation of data should be
followed by an attempt to interpret the data through deriving their properties
rather than assuming that they are driven by a new, ad hoc postulated feature. If
the aim is to understand FL rather than describe structure A in language B, then
this process of interpretation should also be cautious to not rely on assumptions
that are hard to sustain in the long run and quickly decompose under the light
of interdisciplinary examination.

Talking about different contributing factors in (I) boils down to realising that
variation across developmental paths of individuals that speak the same language
can be the outcome of different modalities, environmental factors, non-linguistic
features that affect linguistic development, and so on. For instance, research has
shown that non-standard varieties allow for greater grammatical fluidity in a
way that blurs the boundaries across different varieties. This, in turn, affects
speakers’ perceptions of whether a specific variant belongs to their linguistic
repertoire or not (Cheshire & Stein 1997; Henry 2005). Another contributing fac-
tor is the trajectory of language acquisition and subsequent development, and
the circumstances in which it takes place. For example, non-heritage speakers
of a language may differ from heritage speakers of the same language with re-
spect to the amount of variation attested in their repertoire (Montrul 2002; 2008;
Lohndal & Westergaard 2016). The sociolinguistic status of the language(s) one
is exposed to (the mono- vs. bilingual trajectory is in and of itself another factor
that leads to variation) is yet another potential source of variation: In the case
of non-standard varieties, speakers’ perceptions about their native grammatical

"Hagoort (2014) argues that running sentences in one’s head and consulting a colleague is fine
for discovering interesting phenomena and possible explanations (the “context of discovery”),
but it does not suffice as “the context of justification”, due to innate confirmation biases and
the fallibility of introspection. Thus, “to justify one’s theory, empirical data have to be acquired
and analysed according to the quantitative standards of the other fields of cognitive science”.
In the context of addressing the incompatibility problem, Hagoort’s perspective is relevant
because it shows how findings that may target points of grammatical (micro)variation should
be analysed and interpreted.
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variants are likely to be affected by their knowledge that many of their dialectal
structures are considered unacceptable or “incorrect” by speakers of the standard
variety (Henry 2005 for Belfast English; Leivada, Papadopoulou, Kambanaros, et
al. 2017 for Cypriot Greek) in a way that enhances grammatical fluidity. Also,
in those cases in which a standard variety co-exists with a structurally proximal,
non-standard variety, the discreteness across grammatical variants at times fades
away by the emergence of intermediate (Cornips 2006) or “diaglossic” speech
repertoires (Auer 2005), resulting once more in a greater degree of variation (see
also Rowe & Grohmann 2014 and relevant references cited for Cypriot Greek).

Understanding the multitude of faces that variation can acquire (for a more
extensive overview, see Leivada 2015a) is of key importance when it comes to
approaching UG primitives from an emergentist perspective. The reason is that
cross-linguistic variation has long been described as part of UG, that is, deriving
from UG parameters. Showing that patterns of variation are not as stabilised or
uniform as the traditional UG parameters-account predicts opens the way for
an emergentist approach to linguistic primitives that were traditionally viewed
as part of UG. Understanding what terms like “stabilised” or “uniform” refer to
in the present context requires shifting our attention to how variation within
linguistic communities has been approached.

A crucial challenge for any approach to variation derives from the mainstream
conception of the notion of “surface variation” (i.e. grammatical variation among
speakers of the same language that is not the result of any acquired or develop-
mental pathology) within a linguistic community. For example, Chomsky’s ide-
alised picture of a “completely homogeneous speech community” and an “ideal
speaker-listener [...] who knows its language perfectly” (Chomsky 1965: 3) is
often assumed together with the assumption that the so-called “linguistic geno-
type” is uniform across the species in the absence of severe and specific pathology
(Anderson & Lightfoot 2000). Another related idea is that attained adult perfor-
mance is “essentially homogeneous with that of the surrounding community”,
unless again a pathology is present (Anderson & Lightfoot 2000: 698). When
translated into empirical terms, idealisations like these, although theoretically
well-argued in their original context, paint a picture directly related to both Ha-
goort’s and Poeppel’s considerations. More specifically, by not doing justice to
the patterns of surface variation that are attested in reality, theoretical linguistics
may lose a significant part of its potential for interactions with fields that deal
with recent sign language emergence, evolutionary linguistics, or sociolinguis-
tics. Despite what the idealised picture suggests, variation can be found even in
the absence of any pathology, even among speakers of the same language, and
even within a native speaker who has passed the L1 acquisition period. The core
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of this idea can be analysed across two dimensions, the linguistic dimension and
the developmental one.

The developmental dimension refers to the fact that the presence of a severe
and specific pathology is not a necessary condition for obtaining variation, even
among neurotypical speakers of the same language. Individuals that share a diag-
nosis of cognitive disorder (or the absence of one) are not necessarily uniform in
terms of their innate endowment: Individuals with a pathogenic variant of a gene
can be impaired in a non-uniform fashion (variable expressivity), which may re-
sult in different cognitive phenotypes at times not reaching a cut-off point where
the diagnosis of a specific pathology is possible. To demonstrate this with two ex-
amples, Fowler (1995) observes that there is tremendous variability with regard
to language function in individuals with Down syndrome (variable expressivity).
And it has also been observed that the existence of subsyndromal schizotypal
traits in the general population is higher than average in first-degree relatives of
patients with schizophrenia (Calkins et al. 2004). This led to the realisation that

schizophrenia is not, despite its clinically important and reliable categorical
diagnosis [...], a binary phenotype (present, absent) with sudden disease
onset. (Ettinger et al. 2014: 1)

In other words, some pathological characteristics might be present even if the
cut-off point for reaching a diagnosis is not met — and, on the other hand, a diag-
nosis of schizophrenia might be reached, even if the pathological characteristics
manifested among individuals with the same diagnosis are far from uniform. To-
gether, these two examples suggest that it is equally plausible to expect that at-
tained adult performance is not uniform among members of the same linguistic
community in the absence of a pathology or in the presence of the same pathol-
ogy.

With respect to the linguistic dimension, this is where factors related to non-
standard varieties and inherent grammatical fluidity enter the picture. Evidently,
not all linguistic communities are homogeneous, and in many cases this variation
goes well beyond bi- or multilingualism. Similarly, in the case of recent language
emergence de novo, as in the case of Al-Sayyid Bedouin Sign Language (ABSL)
and other sign languages, fieldwork has shown that not only is the development
of grammatical markers subject to environmental factors (e.g., time, distribution
of speakers/signers, etc.), but also that great grammatical fluidity is attested at
the various stages in the development of a language. In these recently emerged
languages, points of variation (“parameters” in generative terms) are not fixed in
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terms of their values, resulting in the realisation of alternate settings both within
and across speakers (Washabaugh 1986; Sandler et al. 2011).

To mention a concrete example, consider the head-directionality parameter.
S(ubject) O(bject) V(erb) is the prevalent word order among ABSL signers; this
was, however, established as the prevalent order from the second generation of
signers onwards only (Sandler et al. 2005), meaning that for some time the man-
ifestations of this “parameter” were more fluid than what a stabilised parameter
value would permit. Even more important is the fact that variation exists past
the “stabilisation” point: Sandler et al. (2005: 2663) report the existence of some
(S)VO patterns. As Leivada (2015a) argues in her discussion of ABSL, the fact that
SOV patterns became robust in the second generation of speakers illustrates that
variation is present when certain grammatical properties are still emerging. Fluc-
tuating parameter values within a syntactic environment are incompatible with
the idea that a parameter value is fixed past the terminal state of acquisition.
Observing that this fluctuation exists in various cases, be it non-standard vari-
eties or recently emerged grammars, is an indication that the head-directionality
parameter “should indeed be better viewed as a surfacey decision that allows
for varying realizations, rather than a fixed, deeply rooted syntactic parameter”
(Leivada 2015a: 48). This does not mean that points of variation are unfixed and
eventually culminate in an “anything goes” grammar, but it does mean that this
surface decision is not (i) syntactic (i.e. Chomsky in recent work has explicitly rec-
ognized that variation between grammars is a matter of variable externalization;
see Berwick & Chomsky 2011: 41), (ii) UG-encoded, or (iii) binary, as the classical
parametric approach would suggest. Non-binarity is particularly evident in case
of bidialectal speakers; their linguistic repertoire may include functionally equiv-
alent variants (Kroch 1994) with different values that are alternatively realized in
the same syntactic environment (Leivada, Papadopoulou & Pavlou 2017).

An emergentist approach to some linguistic primitives that were previously
thought to be parts of UG will be able to reconcile the Chomskyan generative pro-
gram (and especially UG, as one of its main pillars) with the patterns of variation
that are attested in reality (see Yang’s 2004 point mentioned earlier). Moreover,
an emergentist approach will solve the incompatibility problem, as the number of
linguistic primitives allocated to UG will be reduced. The notion of emergent pa-
rameters (Roberts & Holmberg 2010; Roberts 2012; Biberauer, Roberts & Sheehan
2014; Biberauer & Roberts 2017) is an important step in this direction. The central
idea behind emergent parameters is that instead of postulating a richly specified
parametric endowment as part of the initial state of our FL (UG; Chomsky 1981),
parameters are derived (i.e. emergent) properties falling out of the interaction of
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Chomsky’s (2005) three factors in language design (Biberauer, Holmberg, Rob-
erts & Sheehan 2014). In the context of emergent parameters in which UG does
not provide a pre-specified “menu” of parametric choices, Biberauer, Roberts &
Sheehan (2014) note that it is very important to provide independent motivation
for the plausibility of the parameters that acquirers will postulate as well as for
the sequence in which each point of variation should be considered. Here lies the
solution to the incompatibility problem and a first step towards approaching the
granularity mismatch problem.

With respect to the incompatibility problem, if the points of variation that are
meaningful from a comparative (micro)variation perspective are treated as emer-
gent properties, they are no longer translated as innately specified options. The
consequence of this move is that UG would be considerably deflated and much
easier to discuss from an evolutionary perspective. As Chomsky (2007) has very
convincingly argued, for any given component or structure, the less attributed to
structure-specific factors for determining the development of an organism, the
more feasible the study of its evolution, hence the need for a bottom-up approach
to UG.

In relation to the granularity mismatch problem, the important component of
the “emergent parameters”-account lies in the element of interaction. As Biber-
auer, Roberts & Sheehan (2014) explicitly claim, it is the interaction of the sec-
ond factor (linguistic input) and the third factor (non-language-specific princi-
ples of cognition) plus the language-readiness (provided by the first factor, UG);
that delivers emergent parameters. To illustrate this with an example, let’s re-
turn to the head-directionality parameter, which makes reference to the posi-
tion of a head in relation to its dependents. Traditional accounts of grammar
would describe Japanese as a head-final and English as a head-initial language,
with the difference between the two explained in terms of the different value to
which the head-directionality parameter is set. The typological preference given
to harmonic orders (i.e. consistent head-initial or head-final patterns within a lan-
guage; see Hawkins 2010) might also be taken to suggest that a UG-based head-
directionality parameter is indeed operative and, once set, its effects are diffused
across different syntactic environments.? Alternatively, one could argue that the
realisation of the head in relation to its dependents does not boil down to setting
a UG-based parameter. This latter approach should be preferred because it is com-
patible with the fact that variation can be attested past the “setting” state in the
repertoire of a neurotypical, adult speaker who has fully acquired her language

%A reviewer points out that this is not assumed within the emergentist approach just outlined.
Indeed, it is not and we do not embrace this explanation either; we only point out that it is an
alternative explanation, which, however, should not be preferred, since it does not accommo-
date the patterns of variation that are attested.
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(as suggested in the case of ABSL). If one chooses to approach this parameter
as an emergent parameter, the interaction of this grammatical choice with prin-
ciples of general cognitive architecture becomes meaningful. For example, why
are harmonic orders preferred if they are not imposed by the setting of a pre-
determined parameter? Of course, an emergent parameter would also need to
be “set” in order to reflect the options that are permitted in the adult grammar,
but crucially by not being encoded in UG, its variable realizations within and
across speakers of the same language (e.g., in the form of functionally equiva-
lent variants; Leivada, Papadopoulou & Pavlou 2017) would not be a problem for
our theory of UG and/or FL.

Roberts (2016b) suggests that these generalisation effects are related to the
computational conservatism of the learning device. This is formally captured
by his input generalisation: “There is a preference for a given feature of a func-
tional head F to generalise to other functional heads G, H ..” (cf. Roberts 2007:
275) — that is, to “maximise available features” (Biberauer & Roberts 2016; Roberts
2016b). This computational conservativism is a third factor principle. If so, pref-
erence for harmonic orders no longer amounts to a UG-wired principle or param-
eter, but to the way human memory or even learning more broadly works. It has
been shown that sequence edges are particularly salient positions and facilitate
learning in a way that gives rise to either word-initial or word-final processes
much more often than otherwise (see, for example, Endress et al. 2009 on the
prevalence of prefixing and suffixing across languages in comparison to the rar-
ity of infixing). At the syntactic level, Dryer (1992) observes the following correla-
tion with respect to generalisation effects in relation to the position of the Head
on the basis of 434 languages: OV languages are mostly postpositional and VO
languages are mostly prepositional. From Dryer’s dataset, Hawkins (2010) calcu-
lated that the vast majority of languages (93%) are consistently OV-postpositional
or VO-prepositional. Hawkins (2010) approaches harmonic word-orders in terms
of third factor demands, and, more specifically, a processing preference that
favours shorter processing domains. Evidently, the workings of comparative (mi-
cro)variation which deal with headedness patterns across typologically different
languages can now be revisited and explained from a different perspective. This
perspective involves the interaction of linguistic patterns with the driving forces
of general cognition in a way that addresses Hagoort’s considerations. With re-
spect to the “messy” patterns of variation that just do not fit in the classical notion
of a binary parameter, but that are just as uncontroversially there, an emergen-
tist approach has the potential to cover these too. If parameters are emergent
and allow for non-binary realizations, then the incompatibility that Yang (2004)
correctly observes between these “messy” patterns and UG disappears.
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Despite its theoretical and empirical benefits, this interaction may not solve
the granularity mismatch problem. It may contribute to the construction of in-
terdisciplinary bridges in some respects, but still a good portion of primitives
may be left unmapped across disciplines. Put differently, even if parameters or
other linguistic primitives are explained through an emergentist approach, this
would not entail that the granularity mismatch problem has been solved. This
could be due to the complicated nature of the task at hand; as Hornstein (2009:
156—-157) argues, “the right theory of grammar will be one that has (roughly)
the empirical coverage of [government-and-binding theory], and that ‘solves’
Plato’s problem, Darwin’s problem, and the granularity mismatch problem” (em-
phasis added).? In other words, given how polylithic both the problem and its
solutions are, there can be no a priori guarantee of success. Despite recognising
this possibility, the next section will follow Hagoort’s (2014) suggestion to max-
imise the interdisciplinary contributions of linguistics within a larger cognitive
(neuro)science environment. We endeavour to approach a constraint, which in
the linguistics literature has been called “linguistic” or “syntactic” more often
than not, in neurocognitive terms.

3 Levels of granularity: Anti-identity as a case study

Anti-identity has received many distinct names in the linguistics literature; con-
sider, for example, the obligatory contour principle in phonology (Odden 1986),
identity avoidance (van Riemsdijk 2008), distinctness (Richards 2010), X-within-X
recursion (Arsenijevi¢ & Hinzen 2012). This is also the basis for anti-locality re-
lations in syntax (Grohmann 2003, recently surveyed with additional references
in Grohmann 2011). Regardless of the level of linguistic analysis at stake, anti-
identity in general describes the absence of adjacent elements of the same cate-
gory (e.g., [*XX] in syntax).

There are different ways to approach this phenomenon. In the linguistics lit-
erature, it has been approached in terms of a UG-imposed well-formedness ban
that precludes the adjacency of same-category elements (see Richards 2010 for
a more detailed discussion). This position would place the ban in UG, together
with the configurations of categorial features that the ban is sensitive to. Alter-
natively, one could aim to keep UG at a minimum and see whether [*XX] can be
shown to boil down to a general, cognitive principle. A first step in this direction

3 According to Hornstein (2009), Darwin’s problem refers to “the logical problem of language
evolution”, how language emerged in the species (see also Boeckx & Grohmann 2007 on the
relation between Plato’s problem and Darwin’s problem).
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is made by van Riemsdijk (2008) when he briefly argues that identity avoidance
might be “a general principle of biological organization” (p. 242). If so, one ex-
pects to find its manifestations not only in language, but also in other domains
of cognition.

Taking one step back, if this comparison across cognitive domains is fruitful,
one would have successfully mapped an element that appears in the “parts list”
(i.e. a list that enumerates concepts canonically used in the fields of study it rep-
resents; see Poeppel & Embick 2005) of two different disciplines. In more recent
work, Poeppel (2012) talks about the mapping problem. In his words, the map-
ping problem “addresses the relation between the primitives of cognition (here
speech, language) and neurobiology. Dealing with this mapping problem invites
the development of linking hypotheses between the domains” (Poeppel 2012: 34).
Developing these linking hypotheses is the only route to potentially solving the
granularity mismatch problem. Returning now to the case at hand, linking hy-
potheses can be constructed for [*XX].

It seems to be true that humans do not like repetitions in general and that anti-
identity in language is not the result of a linguistic ban but of a bias that finds
application in other domains of human cognition too. Walter’s (2007) biomechan-
ical repetition avoidance hypothesis proposes a physiological motivation for this
dislike: Repetition of articulatory gestures is relatively difficult, and this difficulty
results in phonetic variation; that is, in [XX] it is likely that the two elements are
not spelled out identically. We propose the term “novel information bias”, which
has a cognitive motivation: It refers to the well-demonstrated fact that subjects
are unable to tokenise multiple adjacent instances of the same type (Treisman &
Kanwisher 1998, Walter 2007) because of a general bias in the perceptual system
to be more attentive to novel sensory information than to repeated information
(Leivada 2017).

In the body of research by Kanwisher (1987 et seq.), repetition blindness has
been described as the result of difficulties in detecting repeated tokens in rapid
serial visual presentations of words. Another illustration is the apparent motion
illusion: Identical stimuli flashed in different locations are largely perceived as a
single moving stimulus; in other words, subjects show a clear preference for a
representation of different tokens as one moving token (Vetter et al. 2012). What
this means in the context of [*XX] is that talking about a general cognitive bias on
anti-identity instead of a UG-wired linguistic constraint that bans [*XX] explains
why a limited number of [XX] patterns do surface cross-linguistically (as shown
in Leivada 2015b). In sum, the strong preference for anti-identity in language has
to do with the way our brain computes types and tokens, and not with a syntactic
ban on same-category embedding.
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Overall, this approach to anti-identity can be extended to other UG primitives
such as parameters or categorial features. In line with Poeppel & Embick’s (2005)
suggestion to “tak[e] linguistic categories seriously and us[e] them to investigate
how the brain computes with such abstract categorical representations” (p. 107),
this approach can lead to an evolutionarily plausible UG, while at the same time
describing and accounting for the patterns of variation that one has to deal with
in the field of comparative variation.

4 Outlook

The approach to UG primitives advocated in this work is still in its earliest stages.
An important thing to keep in mind for future work is that deflating UG does
not equal arguing against its existence. In other words, there can be a notice-
able change in the way we treat UG primitives, without denying the existence of
UG (for further discussion, see Roberts 2016a and many of the contributions to
that volume). The second important note is that achieving the right levels of ab-
straction and representation in this effort is crucial: The more linguists abstain
from postulating UG-encoded primitives that are very language-specific in na-
ture, the more progress will be made in embedding findings from linguistics in a
productively shared context of justification. Last, a third part of this type of ap-
proach that is worth mentioning is the conclusion reached in Biberauer, Roberts
& Sheehan (2014): What were previously thought to be hard-wired properties
of FL could actually reduce to emergent properties that feature the element of
interaction among the different factors in language design.

Abbreviations

ABSL  Al-Sayyid Bedouin Sign FL faculty of language
Language UG Universal Grammar
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Chapter 3

Rethinking remerge: Merge, movement
and music

Hedde Zeijlstra
Georg-August-Universitit Gottingen

In an influential paper, Katz & Pesetsky (2011) present the identity thesis for lan-
guage and music, stating that “[a]ll formal differences between language and music
are a consequence of differences in their fundamental building blocks (arbitrary
pairings of sound and meaning in the case of language; pitch classes and pitch-
class combinations in the case of music). In all other respects, language and music
are identical” Katz & Pesetsky argue that, just like syntactic structures, musical
structures are generated by (binary) Merge, for which they provide a number of ar-
guments: for instance, musical structures are endocentric (each instance of Merge
in music, just like in language, has a labelling head). They also argue that move-
ment phenomena (i.e., the application of Internal Merge) can be attested in both
language and music. While fully endorsing the view that musical structures are
the result of multiple applications of External (binary) Merge, this paper argues
that the arguments in favour of the presence of Internal Merge in music are at best
inconclusive and arguably incorrect. This is, however, not taken as an argument
against the identity thesis for language and music; rather, I take it to follow from it:
the identity thesis for language and music reduces all differences between language
and music to its basic building blocks. If the application of Internal Merge in natural
language is driven by uninterpretable features (cf. Chomsky 1995; 2001; Boskovi¢
2007; Zeijlstra 2012) that are language-specific and not applicable to music (the rea-
son being that only building blocks that are pairings of sound and meaning can be
made up of interpretable and uninterpretable features), the direct consequence is
that Internal Merge cannot be triggered in music either.

Hedde Zeijlstra. 2020. Rethinking remerge: Merge, movement and music. In Andras
Barany, Theresa Biberauer, Jamie Douglas & Sten Vikner (eds.), Syntactic architecture
I and its consequences II: Between syntax and morphology, 43—-66. Berlin: Language Sci-

ence Press.
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1 Introduction: External and Internal Merge in language
and music

Since Chomsky (1995), the operation Merge has been taken to be the primary
structure-building operation in natural language. In current minimalism, syn-
tactic movement is, moreover, considered a special instance of Merge (Internal
Merge), which applies to a particular syntactic object and a part thereof (cf., in-
ter alia, Chomsky 2005). In this sense, Internal Merge is different from External
Merge, where the two input objects do not stand in an inclusion relation.

However, natural language is not the only cognitive domain where Merge is
said to be a structure-building operation. As has been claimed in Lerdahl & Jack-
endoff (1983) and, more recently, in Katz & Pesetsky (2011), music is also a cogni-
tive domain where structures can be taken to be generated by means of an oper-
ation like Merge. If musical structures are indeed generated by means of Merge
and if movement is a special instance of Merge, the question arises whether mu-
sic exhibits movement effects as well. After all, why could Internal Merge not
apply in music if it can apply in natural language?

In order to account for the differences and similarities between language and
music, Katz & Pesetsky (2011) entertain their so-called identity thesis for language
and music, which states that:

[a]ll formal differences between language and music are a consequence
of differences in their fundamental building blocks (arbitrary pairings of
sound and meaning in the case of language; pitch-classes and pitch class
combinations in the case of music). In all other respects, language and mu-
sic are identical. (Katz & Pesetsky 2011: 3)

For Katz & Pesetsky, this means that Merge should be equally effective in nat-
ural language and music and that therefore music is indeed expected to exhibit
both External and Internal Merge effects. In their paper, they identify particular
musical patterns that they take to reflect movement in music.

However, one may wonder whether it is correct to assume that identity thesis
for language and music entails that both External and Internal Merge should ap-
ply in music. As I will argue in this paper, it all depends on what triggers Internal
Merge in the first place. Internal Merge differs from External Merge in the sense
that Internal Merge does not have to take elements from the numeration into the
syntactic structure. If every element in the numeration needs to end up in the
syntactic structure, it follows immediately that every element present in the nu-
meration needs to undergo External Merge. But why would particular elements
be required to undergo Internal Merge as well?
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Following a longstanding tradition in syntactic theory, I assume that Internal
Merge is triggered by so-called uninterpretable formal features — formal features
that need to stand in a particular configuration with their interpretable coun-
terparts. If that is the case, the question arises as to whether such movement-
triggering features can also be attested in music. I argue they do not.

According to the identity thesis for language and music, all differences be-
tween music and language should reduce to differences in their building blocks:
for Katz & Pesetsky, arbitrary pairings of sound and meaning in the case of lan-
guage, and pitch classes and pitch-class combinations in the case of music. Let’s
focus in more detail on each type of building blocks.

Lexical items are generally thought to consist of three types of features: phono-
logical features, syntactic or formal features, and semantic features. Phonological
features are only interpretable or legible for the sensori-motor system; semantic
features are only interpretable or legible for the conceptual-intentional systems;
and syntactic or formal features are interpretable or legible for neither of them. In
that sense, linguistic building blocks can be said to be multi-modular, not mono-
modular.

Things are different when it comes to musical building blocks. One dimen-
sion in which the architecture of music is much different from that of natural
language is that musical structures are not subject to compositional semantic in-
terpretation in the sense that the meaning of a musical structure - to the extent
it has any (see, for instance, Schlenker 2016 and references therein for discus-
sion) — follows compositionally from the meaning of the parts it consists of and
the way these parts are structured. While linguistic objects are built of elements
that form sound-meaning pairs, the musical objects are not. Musical building
blocks are mono-modular building blocks. Mono-modular building blocks are
building blocks that are all interpretable or legible for the same module, in this
case the sound side of music. And even if it turns out that pitch classes and pitch-
class combinations are not the only available building blocks in music (and other
building blocks are available as well, either inside or outside Western tonal mu-
sic), those building blocks will still belong to the same sound module.

Mono- vs. multi-modularity is then a main characteristic of the differences be-
tween musical and linguistic building blocks. Now, under the view that the appli-
cation of Internal Merge is indeed driven by the need of so-called uninterpretable
features to be checked by their interpretable counterparts, it follows immediately
that Internal Merge can only be triggered by features present on linguistic build-
ing blocks, not on musical building blocks. The reason is that uninterpretable
features are defined as elements that are not part of the set of semantic features,
but require a particular checking (or valuation) relation with a feature that does
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belong to this set. As a consequence, no uninterpretable feature can be acquired
without the presence of a semantic counterpart (see Brody 1997; Svenonius 2007;
Zeijlstra 2008; 2012). But if that is correct, uninterpretable features, by defini-
tion, can only be part of building blocks that are not mono-modular. In fact, in
any cognitive system whose output is not defined in terms of pairs of elements
belonging to different cognitive modules (in the way that linguistic output is de-
fined in terms of sound-meaning pairs), features that denote dependencies on
elements belonging to different modules cannot exist.

If that is the case, the identity thesis for language and music should actually
predict that, to the extent that Internal Merge can only be triggered by uninter-
pretable formal features, it can never apply to pieces of musical structure and
that therefore instances of movement are expected to be absent in music.

In this article, I first further elaborate the claim that (properties of) uninter-
pretable features are the trigger for syntactic movement (§2). Then, in §3, I dis-
cuss Katz & Pesetsky’s claim that music does not only exhibit External Merge, but
also Internal Merge. In §4, I spell out some problems for the claim that music ex-
hibits movement effects, and I provide an alternative analysis for the phenomena
discussed by Katz & Pesetsky that does not allude to movement. I argue that this
alternative account can equally well, if not better, explain the special behaviour
of full cadences than the movement account does. §5 concludes.

2 Internal and External Merge in natural language

One of the highlights of the twenty-first-century developments in minimalism
has been the operational unification of syntactic structure building and move-
ment. While previous versions of minimalism (and its generative predecessors)
took movement to involve a separate syntactic operation alongside Merge (or any
other structure-building operation), Chomsky (2005) argued that nothing a pri-
ori forbids Merge to apply to previously created parts of the syntactic structure,
and to remerge, or internally merge, these with the top node of the derivation
(see also Starke 2001). Under this conception of Internal Merge, the question as to
why natural language would display displacement operations no longer seemed
to be in need of an explanation. If Merge is not restricted to External Merge, it
would rather require additional explanation if language did not display move-
ment effects.

At the same time, questions still arise with respect to when Internal Merge
should take place. Internal Merge differs from External Merge in the sense that
Internal Merge does not have to take elements from the numeration into the
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syntactic structure. If every element in the numeration needs to end up in the
syntactic structure, it follows immediately that every element present in the nu-
meration needs to undergo External Merge. But why would particular elements
be required to undergo Internal Merge as well? From this perspective, there is
no (external) reason that would force Internal Merge to take place.

The most straightforward solution would be to assume that Internal Merge
only takes place if not applying it would render the sentence ungrammatical.
Under that view, Internal Merge is a costly operation that only applies when
necessary. This means that it is an operation for which a trigger is needed; and
therefore, the question immediately arises as to what triggers Internal Merge.

Originally, it has been proposed by Chomsky (1995) that so-called uninter-
pretable features trigger movement. In a structure like (1), it is the uninterpretable
[ug] feature on T that triggers movement of the lower DP into the specifier posi-
tion of the T-head, so that this feature, as well as the nominative feature on the
DP, can be checked. The central conceptual motivation behind uninterpretable
features as triggers for movement was that this would reduce two not well un-
derstood phenomena - the existence of semantically vacuous elements and the
existence of displacement effects — to one not well understood notion: the need
to remove uninterpretable features (where removal of uninterpretable features
was said to take place under spec-head configuration).

® TP
/\
DP[xem][g] i
/\
Tifinite] [ug] vP
/\
DP[xom][g]

J

This view, however, was later on rejected, primarily since it turned out that un-
interpretable features could be checked at a distance (the uninterpretable feature
probing down in its c-command domain to find a matching active goal). English
expletive constructions (where the finite verb agrees with a lower VP-internal as-
sociated subject) (2), Icelandic quirky case constructions (where the verb agrees
in number with a nominative object) (3), and various other constructions all un-
derlie structures where the probe and the goal of agreement never appear in
spec-head configuration:
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(2) a. There seems to have arrived some student.

b. There seem to have arrived some students.
(3) Icelandic (Bobaljik 2008)

a. Joni likudu thessir sokkar
Jon.pAT like.PL these socks.NoOM

‘Jon likes these socks.

b. Mér virdast hestarnir vera seinir
me seem. PL the.horses be slow

‘Tt seems to me that the horses are slow’

If uninterpretable features can no longer be taken to trigger Internal Merge,
the question arises as to what should do instead. Chomsky (2000; 2001) argues
that movement should be thought of as an operation dependent on, and not trig-
gered by, agreement. For him, probes, carrying uninterpretable features, could
be equipped with an additional feature [EPP], which requires that the specifier of
the probing head be filled. If no other suitable candidate could be merged exter-
nally in that position (such as an expletive subject like English there, or a dative
subject, to the extent that such elements could be externally merged in this po-
sition in the first place; cf. Chomsky 2000; Deal 2009 for different proposals and
discussion), the goal would raise into that position.

Even though using the EPP-feature gets these facts right, its postulation has
often been criticized for a lack of independent motivation. The EPP-feature is
rather a movement-triggering diacritic and does not build upon any explanation
as to why movement should take place in the first place, although it could be
that the presence or absence of movement (diacritics) is really just formal arbi-
trariness (a position taken by Biberauer et al. 2009; 2014; Biberauer & Roberts
2015, among others). For this reason, others have proposed to reinstall uninter-
pretable features themselves, rather than EPP-features, to be the sole triggers
of movement (e.g., Bjorkman & Zeijlstra 2019). Nevertheless, whether uninter-
pretable features or subfeatures of uninterpretable features are the trigger for
movement, in both cases uninterpretable features still form necessary elements
in movement-triggering configurations.

Naturally, it is not the case that EPP-features and (un-)interpretable features
are the only candidates for being movement triggers. Richards (2016), for in-
stance, has argued that phonological adjacency requirements trigger movement;
and Neeleman & Van de Koot (2008) have argued that movement may feed var-
ious mapping rules. But it should be noted that this type of approaches also re-
lates the necessity of movement to interface requirements, as do uninterpretable
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feature approaches. This all suggests that, in cognitive systems that lack formal
features mediating between phonological and semantic features, triggering of
Internal Merge might not be possible.

3 Internal and External Merge in music

In this section, I discuss the extent to which Merge can be said to be the (sole)
structure-building operation in music, as claimed by Katz & Pesetsky. In order
to provide evidence for this claim, Katz & Pesetsky build upon the insights pre-
sented in Lerdahl & Jackendoff’s (1983) Generative theory of tonal music (GTTM).
I will first briefly illustrate the major components of GTTM that are relevant for
the discussion in this paper, without doing justice to the richness of this theoret-
ical framework (§3.1). Then, in §3.2, I will present a particular aspect of music,
namely the existence of structural hierarchies in music, which, for Katz & Peset-
sky, forms evidence for their claim that musical structures are generated by at
least External Merge. In §3.3, I discuss how, according to Katz & Pesetsky, other
musical properties provide evidence for Internal Merge in music.

3.1 Lerdahl & Jackendoff’s Generative theory of tonal music

According to the GTTM model, there are four components that determine the
proper analysis of a musical structure. These four components are listed/given
in (4) below:

(4) a. grouping structure
b. metrical structure

time-span reduction (TSR)

a0

. prolongational reduction (PR)

Following Lerdahl & Jackendoff (1983: 8-9), grouping structure “expresses the
hierarchical segmentation of the piece into motives, phrases, and sections”; met-
rical structure “expresses the intuition that the events of the piece are related
to a regular alternation of strong and weak beats at a number of hierarchical
levels”; TSR “assigns to the pitches of the piece a hierarchy of “structural impor-
tance” with respect to their position in grouping and metrical structure”; and PR,
finally, “assigns to the pitches a hierarchy that expresses harmonic and melodic
tension and relaxation, continuity and progression”.

For Lerdahl & Jackendoff (1983), each component can assign a set of structures
to a given string of music; and an additional set of preference interface rules then
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determines which of these analyses is the correct one (often just one). In this
sense, the musical architecture forms a strong resemblance with Jackendoff’s
parallel architecture of grammar (Jackendoff 1997; 2002; Culicover & Jackendoff
2005), which treats phonology, syntax, and semantics as independent generative
components whose structures are also linked by interface rules: each compo-
nent generates (a number of) structures, and interface rules determine what the
proper mappings between these structures are. Such interface rules, for instance,
determine which prosodic and which syntactic structures correlate.

Jackendoff’s parallel architecture differs from Minimalist grammar in the sense
that parallel architecture grammar has multiple engines, whereas Minimalist
grammar has only one engine: its output leading to different levels of represen-
tation (phonetic form (PF) and logical form (LF)). However, at least according to
Katz & Pesetsky, and I follow them in this respect, it is not the case that every
musical component may bi-directionally inform every other component. Rather,
it turns out that the outputs of grouping structure and metrical structure both
inform TSR, which, in turn, informs PR. But if that is the case, the model for a
grammar of music can be thought of as these components being directionally
ordered, much like different grammatical components are directionally ordered
in Minimalist grammar (Figure 3.2). Katz & Pesetsky’s implementation of GTTM
(Figure 3.1) is the reverse of the reverse Y-model.

grouping metrical
structure structure lexicon
time-span reduction syntax
prolongational reduction phonology semantics
Figure 3.1: Katz & Pesetsky’s (2011) Figure 3.2: The reverse Y-model of
(reverse reverse) Y-model of the the grammar of natural language

grammar of music

If this implementation is correct, the architecture of musical grammar forms
a striking correspondence with the architecture of natural language grammar. A
particular input is assigned an initial structure that can be derivationally trans-
formed in subsequent structures, with particular well-formedness conditions
holding at different levels of representation.
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Under this architecture, it can indeed be investigated what the exact paral-
lels are between the syntax of music and the syntax of natural language, and,
most notably, whether the differences attested between language and music are
merely a consequence of the differences in their building blocks or whether these
differences are richer in nature.

3.2 External Merge in music

For Lerdahl & Jackendoff and for Katz & Pesetsky, the correspondence between
language and music is stronger than merely being an architecture with various
components that together are responsible for the analysis of a structure (irre-
spective of whether these components are derivationally or representationally
connected by means of interface rules). As Lerdahl & Jackendoff already pro-
posed, TSR in GTTM is very similar to prosodic structure in natural language,
as both are formulated in terms of relative prominence. Moreover, Katz & Peset-
sky take PR to align with linguistic syntax. The reason for them is that both PR
and linguistic syntactic structures are binary branching, endocentric (i.e., headed)
structures of the kind that is created by (External) Merge in Minimalist grammar.
That such structures are headed can be witnessed by the fact that such structures
are able to encode dependency relations between non-string-adjacent elements.

To see this, let us focus on the structure of PR. PR structures assign to the
pitches a hierarchy that expresses harmonic and melodic tension and relaxation,
continuity and progression. Simplifying things, every pitch that increases some
kind of tension needs to be followed by some kind of relaxation. However, this
need for tension followed up by relaxation is crucially not a string-adjacent condi-
tion. In fact, as we will see later on, it may very well be the case that the first tonic
already induces a tension that is to be relieved by the final tonic, thus creating a
constituent of two sisters whose heads span the entire musical piece. That means
that tensions and relaxations in musical structures form non-local dependencies
that are best explained as structural dependencies. This intuition is encoded in
PRs by assigning head status to any sister of a node that is more relaxed. As an
example, take the toy melody in Figure 3.3.

In this structure, the first event (the tonic C) establishes a sisterhood relation
with the second event, the tonic being the head. In Western tonal music, tonics
are always the most relaxed pitches, whereas pitches or chords based on pitches
belonging to other scale degrees are felt to be tenser. Accordingly, the first event
in this toy melody is the head of the merger with the second, third, fourth, and
fifth events. The fifth event is the dominant (five degrees away from the tonic),
which is tensed with respect to the tonic, but more relaxed with respect to the
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Figure 3.3: Toy melody (Katz & Pesetsky 2011: 16)

so-called subdominant (here, the fourth event), which is four degrees away from
the tonic. Similarly, the final pitch (again, a tonic C) creates similar dependen-
cies with the sixth till ninth events. The overall structure then consists of a con-
stituent of two phrases: one in which the tonic in the first event is the head (1P)
and one in which the tonic in the tenth event is the head (10P).

Evidence for this procedure of structure assignments comes from so-called
Schenkerian reductions (see Forte 1959). Schenkerian reductions are best under-
stood as musical summaries. Going bottom-up, removing every layer of non-
heads will still yield a melody that feels like the same kind of melody as the
intact structure. This process can in principle be continued until the most promi-
nent chords are left. By contrast, if an event with higher prominence is left out,
the piece is no longer perceived as a proper reduction. Examples, taken again
from Katz & Pesetsky (2011), are presented below:

(5) Good reductions of Figure 3.3

a. Deleting the non-heads of the lower 1" and of 6’
O

[
[
[
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! \
‘ |

T77e
BERN

€S oS

b. Deleting the non-heads of the higher 1’ and of 6P
O

[
[
[

77

P
[
I

P

T77e
T

S oS
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c. Deleting the non-heads of the higher 1’, 5P and 9P
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(6) A bad reduction of Figure 3.3
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What does this tell us about Merge in music? The crucial comparison is that the
structure-building operation appears to be similar to (External) Merge. Every two
musical objects (being atomic or non-atomic) may merge and form a constituent
of which the label is the same as that of one of its two daughters (the head). But if
that is correct, it can be seen as evidence for there being a “syntactic engine” that
is equally active in language and in music. This would, of course, be fully in line
with Katz & Pesetsky’s identity thesis for language and music. It is the module-
specific properties of music that determine what elements can be merged and,
once merged, which ones yield the heads (in terms of tension and relaxation, to
be computed on the basis of scalar distance with respect to the tonic). But the
combinatorial mechanism, Merge, applies to musical objects in exactly the same
way as it applies to syntactic objects.

3.3 Internal Merge in music

The previous discussion of External Merge in music sets the ground for the next
step in the discussion. If musical structures are indeed built by means of the single
generative operation Merge (and the evidence for that claim, confirming the iden-
tity thesis for language and music, seems quite strong), then the question arises
as to whether only External Merge applies or whether Internal Merge may apply
as well. Formally, there is nothing in the combinatorial procedure that would ex-
clude Internal Merge applying to music. Katz & Pesetsky argue that movement
effects can indeed be attested in music. Let us first look at the arguments they
present for that.

In order to assess whether musical pieces may display movement effects, one
should first determine what the proper characteristics of movement in music
would be. That task is far from trivial, as general diagnostics for movement (the
surface position of some element does not correspond with the locus of its se-
mantic interpretation) do not apply in music, for the simple reason that musi-
cal structures lack semantic interpretation (in the sense that musical structures
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lack LF). Therefore, the diagnostics for movement should either be formal or PF-
like. Moreover, such diagnostics are arguably different for phrasal movement and
for head movement. Since Katz & Pesetsky do not provide any evidence for the
existence of phrasal movement in music (even though they explicitly do not rule
it out per se), but rather focus on head movement only, I will also only discuss
what the characteristics of head movement in music would be. The characteris-
tics that Katz & Pesetsky apply for head movement in language and music are
given in (7) and (8), respectively:

(7) Head-movement in language (Katz & Pesetsky 2011: 40)

a. Once the head H of a phrase HP has undergone head movement, H is
pronounced string-adjacent to the head of a higher phrase, but at the
same time ...

b. ... the rest of HP remains an independent phrase that behaves just
like a phrase whose head has not moved - even though:

c. The movement is obligatory. Movement of finite V to T in French
satisfies some need of an element in this structure [...].

d. The zero-level head that undergoes head movement to another
zero-level head ends up tightly coupled to its new host. The two

heads end up behaving like a single morphologically complex word
for later processes of grammar (both syntactic and phonological).

(8) Head-movement in music (Katz & Pesetsky 2011: 41)

a. Some chord X must be performed string-adjacent to a chord Y. But at
the same time ...

b. ... X has a normal set of syntactic dependents of its own, linearized
normally — and thus apparently also heads its own phrase (an XP);

c. The movement should be obligatory, insofar as it produces an
alteration in the features of Y that is required in order for the
derivation to succeed;

d. Even though X may take a normal set of syntactic dependents, X is
tightly coupled to its host Y, such that they function as an indivisible
unit for other purposes (cf. the notion word).

Here, I will not contest these characteristics for movement, although I would
like to point out that these characteristics should be interpreted in a uni-direc-
tional way. They are not diagnostics. Even if all effects attributed to head move-
ment are indeed attested, this does not entail that the reverse must be the case

54



3 Rethinking remerge: Merge, movement and music

as well. If some « and f are both heads, pronounced string-adjacently, with «
altering some feature of § and « and f together taken to form an indivisible unit
(i-e., behaving word-like), this does not necessarily entail that & underwent head
movement into f. I will come back to that in §4.

Katz & Pesetsky continue their argument by showing that so-called full ca-
dences are a musical phenomenon that shows all the characteristics of head
movement. In full cadences, the final chord, the tonic, which determines the key
and counts as the head of the entire musical structure, must be preceded by a
dominant, a chord whose root is five scale-steps away from the tonic and which
has at least one dependent, generally headed by the so-called subdominant, often
four scale-steps away from the tonic. In PR, the dominant is directly subordinate
to the tonic and occupies a highly prominent position; metrically, it is often felt
to be a much weaker chord that seems more deeply embedded in PR and seems
to act as a weaker dependent of the tonic. This latter phenomenon is generally
referred to as cadential retention — the phenomenon that the dominant and the
tonic behave almost like a joint chord (and are even analysed as such in GTTM).
An example is provided in Figure 3.4, where the dotted arrow (for now) indicates
the stronger dependency of the dominant (8) on the tonic (1) (v indicating the

subdominant).
TP
o
oP
vP
p 7 O+T
0 .

Figure 3.4: Example of a full cadence (Katz & Pesetsky 2011: 44)

Looking at the characteristics of head movement in music, Katz & Pesetsky
conclude that full cadences indeed are the result of head movement, and, there-
fore, of the application of Internal Merge in music.
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As for the first two characteristics, if the dominant indeed raises into the head
position of the tonic (yielding the structure in (9), where angled brackets indicate
lower copies of moved elements), the dominant is expressed string-adjacently to
the tonic, even though the dominant still heads a phrase of its own (6P). This
way, the construction behaves exactly like the first two clauses of the list of char-
acteristics for head movement (in music).

9) [ [sp Lwp v ... 1(8) ] 6-1]

As for the third characteristic, Katz & Pesetsky claim that movement of the
dominant into the tonic marks the tonic for establishing the key of the entire
musical piece. They suggest that, in full cadences, movement of the dominant
into the tonic head has the function of tonic-marking , i.e., assigning it the fea-
ture [+TON]. When the tonic head in a structure is tonic-marked, the terminal
nodes of the phrase headed by the tonic are understood to belong to the key of
7. In this sense, head-movement of the dominant alters the tonic in having the
feature [+TON].

As for the fourth characteristic, finally, Katz & Pesetsky argue that moving
the dominant into the tonic position makes the joint dominant—tonic complex
act more like a single unit in terms of metric position and makes the dominant
look structurally less important than its PR position would legitimize. This joint
behaviour, then, is what underlies the phenomenon of cadential retention.

On the basis of this analysis, Katz & Pesetsky conclude that musical structures
are indeed generated by means of Merge, and the fact that Merge comprises both
External and Internal Merge predicts that musical structures may indeed exhibit
movement effects, of which full cadences are then an example. And, if musical
structures indeed allow for movement, this forms additional evidence for Merge
being the generator of musical structures. However, the reverse is not the case.
If it turns out that head movement in music are absent (and that full cadences
call for an alternative explanation), the claim that Merge is the sole generator of
musical structures, and therefore also the identity thesis for language and music,
can still be maintained. The evidence for structural (non-adjacent) dependencies
in music and the structural mappings suffice as evidence for (External) Merge.
The only question that would arise if (head) movement turns out to be absent in
music, is: why is it absent in music despite the generative operation Merge being
able to create structures involving movement, whereas (head) movement is so
abundantly present in natural language? However, as argued for in §1 and §2,
if so-called uninterpretable features are the sole triggers of Internal Merge and
those features are absent in music, it is actually predicted that Internal Merge
cannot apply in music.
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4 Challenging movement in music

Full cadences are the sole cases of alleged (head) movement in music that Katz
& Pesetsky present. That means that the validity of the claim that music exhibits
movement rests solely on the validity of the argumentation behind their analysis
of full cadences as involving head movement. Consequently, in order to main-
tain that Internal Merge applies in music, it must be shown that (i) full cadences
indeed exhibit all the characteristics of head movement and (ii) that these con-
structions cannot be analysed in alternative terms (or that such an alternative
analysis is much weaker). In this section, I argue that full cadences do not show
a full parallel with instances of head movement in natural language and that the
construction itself calls for an alternative analysis.

One fact that already casts doubt on the claim that music exhibits movement
effects is that, outside full cadences, no other clear cases of movement in music
have been attested. This is not because Katz & Pesetsky have been the first to
look at those effects (although, admittedly, there have been few studies of the
kind). Rohrmeier & Neuwirth (2014) discuss particular configurations that may
involve movement in music as well, but crucially state that these constructions
do not have to be analysed as syntactic movement and therefore do not form any
evidence in favour of movement in music. The only other claim of movement
in music that I am aware of is Temperley (1999), who notes a parallel between
syncopation in rock music and head movement in syntax.

Strikingly, these cases of alleged movement in music are the linguistic equiva-
lent of rightward, string-adjacent head-movement. That, of course, already trig-
gers the question as to why other instances of movement (phrasal movement,
non-string-adjacent movement and leftward movement) have so far not been at-
tested in music.

It should be noted in this respect that the core cases of movement in language
indeed are cases of leftward, non-string-adjacent movement. That phrasal move-
ment has not been attested as such is not so telling. Both head movement and
phrasal movement are indeed solid cases of movement, although head-movement
has often been said to be an instance of PF-movement, instead of movement
that takes place in narrow syntax (cf. Chomsky 1995; Boeckx & Stjepanovié 2001;
Harley 2004). However, even if head movement were an instance of PF-move-
ment, this would not invalidate the claim that music exhibits movement effects,
as musical structures, just like syntactic structures in language, are to be lin-
earized. In fact, one might even argue that the specific nature of music (with its
sole sound side and lack of a meaning side) would rather call for head movement
only.

57



Hedde Zeijlstra

Things are different, however, when it comes to rightward, string-adjacent
movement, which has received more scepticism in the linguistic literature. Right-
ward movement, especially in comparison to leftward movement, is heavily con-
strained (cf. Ross 1967; Kayne 1994; Cinque 1996; Ackema & Neeleman 2002;
Abels & Neeleman 2012). For instance, Kayne (1994) observes that there are verb-
second languages but no so-called verb-penultimate languages (where the finite
verb appears in the penultimate position). Neither are there languages where
Wh-terms consequently move to the right (with the possible exception of cer-
tain sign languages, cf. Cecchetto et al. 2009). According to Abels & Neeleman
(2012), rightward phrasal movement is only possible for full extended projections
(that do not strand any parts of it), and according to Ackema & Neeleman (2002),
rightward head movement is restricted to moving heads that do not cross any of
their dependents. If that is correct, then rightward head movement can only be
string-adjacent.

But string-adjacent movement perhaps even calls for more scepticism. How
can one determine whether a particular element underwent movement if the lin-
ear position of the moved element is the same as its base position? Already in
linguistics this is far from clear. In the case of string-adjacent phrasal movement,
there might be good reasons to assume that some particular elements indeed un-
dergo movement. For instance, Pesetsky (1987) and Bobaljik (1995; 2002) have
argued that subject Wh-phrases (like Who in Who left?) arguably undergo move-
ment from Spec,TP into Spec,CP (to end up in A-bar position) (pace Grimshaw
1997). For head movement things are less clear. Do heads in head-final languages
(the only candidates for rightward string-adjacent head movement), such as Ko-
rean and Japanese, undergo head movement or not? Is it the case that, in such
languages in a configuration like (10), V moves into T and/or T into C?

(10) [cplrp[vp VIT]C]

Whether languages like Japanese and Korean exhibit string-adjacent right-
ward head movement or not has been widely discussed in the literature. Vari-
ous scholars have provided arguments in favour of it. Otani & Whitman (1991)
have argued that, in Japanese, the verb must raise to account for various ellipsis
effects. The same applies to Koizumi (1995; 2000), who has primarily discussed
scrambling and coordination. Also, Yoon (1994) makes an argument in favour of
string-adjacent head movement based on coordination of tensed and untensed
conjuncts. Choi (1999), finally, formulates an account in terms of NPI licensing
that calls for string-adjacent head movement. But as Han et al. (2007; 2016) have
shown, basing themselves on arguments by Kim (1995), Chung & Park (1997), Hoji
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(1998), Kim (1999), and Fukui & Sakai (2003), all these facts can also be accounted
for by approaches that do not allude to rightward head movement. In turn, Han
et al. (2007; 2016) argue that head-final languages (Korean is their example) may
actually vary language-internally with respect to whether heads undergo raising
or not (though see Zeijlstra 2017 for an argument against their claim that some
varieties of Korean provide evidence for string-adjacent head movement).

But even if in some languages string-adjacent, rightward head movement can
be attested, this does not predict that this is the case for every language. There
may be particular language-specific reasons that call for such instances of string-
adjacent, rightward head movement, but that does not entail that, in every head-
final language, verbs raise into higher heads of the extended projection.

Under the null hypothesis that one should only postulate movement to take
place if the data cannot be accounted for otherwise, the question really arises
how strong the evidence for movement of the dominant into the tonic position
is. What would go wrong if one were to analyse full cadences as instances where
the dominant does not raise into the tonic-position but instead just stays in its
string-adjacent PR position?

For this, we need to reinvestigate the characteristics of full cadences presented
in §3.3. It turns out that, out of the four listed properties, three of them immedi-
ately follow by assuming that the dominant stays in situ (11). The fact that the
dominant is expressed string-adjacently to the tonic, and the fact that the domi-
nant still heads a phrase of its own (8P) are fully compatible with the analysis in

(11).
(1) [plplpv..18]7]

Moreover, the fact that the dominant and the tonic are perceived as one unit
(the musical counterpart of being a single word) can also be explained under
string-adjacency. Here, the parallel with affixation comes up. Under more tradi-
tional concepts of head movement heads raise into higher head positions to en-
sure realization of the higher head as an affix on the lower head (or vice versa).
In that sense, head movement is triggered by the so-called stray-affix filter (cf.
Lasnik 1981; 1995; Baker 1988) (in any of its guises). For this stray-affix filter to
apply, it suffices that the two relevant heads always appear in a string-adjacent
position at PF. Now, in head-initial languages, this cannot be guaranteed with-
out alluding to verb movement (due to intervening specifiers/adjuncts), but in
head-final languages, where heads are already string-adjacent to each other, it
can. Following Bobaljik (1995), an affix can be spelled out on the verb in an OV-
language without the verb moving to it, since V and the affix are string-adjacent
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at PF. But if that is the case, string-adjacency can suffice as a condition for the
dominant and the tonic to be realized as a single unit. Consequently, the fact that
the dominant and the tonic end up as one unit does not form evidence for head
movement.

This leaves the obligatoriness of head movement as a final possible piece of
evidence in favour of an analysis of full cadences in terms of head movement.
Head movement in language is obligatory (e.g., movement of finite V to T in
French must take place; the finite verb cannot stay in situ). This obligation for
head movement is generally understood as a movement-triggering requirement:
Some feature of the higher head must be altered for the derivation to proceed,
and only raising of another head into this position can establish this feature al-
teration. For movement, Katz & Pesetsky argue that this feature alteration must
be understood as tonic-marking. Movement of the dominant into the tonic po-
sition assigns a feature [+TON] to the tonic. Having a tonic feature, in turn, is
responsible for this tonic to establish the key of the entire musical piece.

Two questions come to mind here. First, is it necessary that movement triggers
such a feature alteration? Can’t adjacency suffice here as well? It is known from
various impoverishment facts that features present on one head can manipulate
the features on a neighbouring head without undergoing movement. Hence, even
if the tonic must be tonic-marked by the dominant, this does not have to be
realized by means of movement.

Second, is it really the case that the feature of the tonic must be tonic-marked?
After all, full cadences are not obligatory in music. Tonics do not require dom-
inants to remerge into their head positions, and neither is it impossible for a
dominant to remain in situ (which generally appears to be the case, except per-
haps for full cadences). In that sense, head movement of the kind in music is not
obligatory in the sense we understand movement to be obligatory in language.
What appears to be the case under Katz & Pesetsky’s analysis is that movement
of the dominant into the tonic is only obligatory under string-adjacency, a much
weaker requirement.

But if the structure underlying full cadences is not obligatory for tonic-mark-
ing, what one can say is that, at best, it facilitates key establishment. It may help
the listener in determining what the key of the entire phrase or piece is. But nat-
urally, other musical facts may play a similar role. For instance, the selection of
pitches used in the musical piece already forms a strong (and often sufficient)
cue for establishing the key of the entire piece. And also, if harmonic properties
determine the PR of a musical piece and if TSR-PR mismatches may only take
place under particular circumstances that follow from the underlying PR struc-
ture, such mismatches may also provide the listener with a cue of what the key
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of the entire piece is. In other words, what full cadences seem to do is facilitate
key recognition instead of establishing it.

This all calls for an alternative picture for an analysis of full cadences along
the lines of (11), where the adjacency of the dominant and the tonic results in a
confirmation of the tonic determining the key and where cadential retention is
nothing but the result of an adjacency requirement (a string-adjacent dominant
and tonic may or must be realized as a single unit). Already the existence of a
viable alternative to the head-movement analysis undermines the status of full
cadences as evidence for head movement in music. And this alternative analysis
may equally well get the facts right, if not better. But if the only piece of evidence
in favour of movement in music turns out to be inconclusive (and may be even
incorrect), there is no evidence left any more for the claim that music triggers
Internal Merge.

So where do we stand? If full cadences can be equally well, if not better, under-
stood in terms of adjacency requirements, much like Bobaljik (1995) takes such
requirements to suffice to establish dependencies between adjacent heads at PF,
there appears to be no evidence for movement in music. This allows us to enter-
tain a stronger and more powerful hypothesis, namely that musical structures,
despite being generated by Merge, do not exhibit any kind of movement. There
is only External Merge going on in music. That amounts to saying that, despite
the principled availability of its application, Internal Merge never takes place in
music. Given the discussion in §1, where I have argued that that musical build-
ing blocks crucially lack the type of features that may trigger Internal Merge and
that, consequently, the identity thesis for language and music should predict that
Internal Merge never takes place in music, I take this to be a welcome result.

5 Conclusions

In this paper, I have aimed at rethinking remerge. Starting from the premise that
uninterpretable features are the sole trigger of Internal Merge, I have looked at
another cognitive system, music, to see whether in such a system, where, clearly,
(un)interpretable features are absent, Internal Merge may still apply. Focussing
on Katz & Pesetsky’s elaboration and modification of Lerdahl & Jackendoff’s
(1983) Generative theory of tonal music, I have evaluated Katz & Pesetsky’s claim
that musical structures also exhibit movement, and, in particular, their claim that
full cadences are to be understood as involving string-adjacent, rightward head
movement. My conclusion is that full cadences are equally well, if not better,
understood in terms of linear adjacency requirements and that, therefore, the
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presented evidence of movement in music does not hold. I have argued that this
rather calls for a view of music where movement is absent. However, I have
argued as well that this does not speak against Katz & Pesetsky’s identity the-
sis for language and music, but rather speaks in favour of it. Musical structures
indeed appear to be generated by means of Merge. However, the absence of un-
interpretable features in music prevents Internal Merge from applying in the
first place, at least under the assumption that uninterpretable features are the
sole trigger for the application of Internal Merge. The reason why music lacks
(un)interpretable features is that (un)interpretable features can only emerge in
cognitive systems whose building blocks are multi-modular, such as linguistic
building blocks. Musical building blocks, by contrast, are mono-modular and can
therefore never consist of such (un)interpretable features. The absence of move-
ment in music thus follows directly from the differences between musical and
linguistic building blocks and is, therefore, fully in line with Katz & Pesetsky’s
identity thesis for language and music.

Abbreviations
EPP extended projection principle NoM  nominative
GTTM Generative theory of tonal PF phonetic form

music PR prolongational reduction
LF logical form TSR time-span reduction
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Chapter 4

Life without word classes: On a new
approach to categorization

Istvan Kenesei
Research Institute for Linguistics, Budapest, & University of Szeged

This is an attempt to redefine word classes, or more precisely, to replace the concept
of word class with clusters of properties much like the notion of the phoneme is
dissolved into the various combinations of distinctive features. It is claimed that
word classes are but comfortable generalizations not supported by hard evidence
as seen in examples from a select group of languages and illustrated in detail by
the list of auxiliaries in Hungarian.

1 Introduction and overview

The problem of the definition of word classes has been with us since the very be-
ginnings of linguistics. The first grammars already provided terms according to
which to classify words. Dionysius Thrax (BCE 170-90) lists the following eight
classes: noun, verb, participle, article, pronoun, preposition, adverb, conjunction.
The definitions are simple, familiar, and of course mostly notional, e.g.,

A Noun is a declinable part of speech, signifying something either concrete
or abstract (concrete, as stone; abstract, as education); common or proper
(common, as man, horse; proper, as Socrates, Plato). It has five accidents:
gender, species, forms, numbers, and cases.

(The grammar of Dionysios Thrax, this citation from Davidson 1874: 331)

The classical definitions have followed us well into the 20th century. To quote
another example, this is what the Port-Royal philosophers had to say about parts
of speech in the 17th century:
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Les objets de nos pensées, sont ou les choses, comme la terre, le Soleil, I’eau,
le bois, ce qu’on appelle ordinairement substance. Ou la maniére des choses;
comme d’estre rouge, d’estre dur, [...] & c. ce qu’on appelle accident. [...] Car
ceux qui signifient les substances, ont esté appellez noms substantifs; & ceux
qui signifient les accidens [...], noms adjectifs.

(Lancelot & Arnauld 1660/1967: 30-31)

This type of definition was widespread until about the middle of the 20th
century. In his otherwise highly original Grammar of spoken English, Palmer
(1924) lists more or less the same eight classes, viz., nouns, pronouns and determi-
natives, qualificatives (i.e., adjectives), verbs, adverbs, prepositions, connectives
(“together with interrogative words”), and interjections and exclamations. In the
“logical classification of nouns”, for instance, he gives an inventory of subtypes,
rather than a classical definition, namely, concrete nouns (including proper and
common nouns, with the latter further divided into class, i.e. countable, and ma-
terial nouns, etc.) and abstract nouns (Palmer 1924: 28-32).

However, due to the influence of Saussure’s Cours (1916), American descriptive
linguists, and in particular Leonard Bloomfield, who was the first of them to ap-
preciate Saussure’s achievements (cf., e.g., Koerner 1995), started to concentrate
on the formal features of parts of speech. “The noun is a word-class; like all other
form-classes, it is to be defined in terms of grammatical features [...] When it has
been defined, it shows a class-meaning which can be roughly stated as “object
of such and such a species”; examples are boy, stone, water, kindness” (Bloomfield
1935: 202) One of Bloomfield’s more dogmatic followers had this to say in his
widely used textbook:

[The pattern of interchangeability] defines a form-class which includes she,
he, it, John, Mary, the man at the corner, my friend Bill, and so on endlessly,
but which by no means includes all forms, since we can name many which
are excluded: her, him, them, me, yes, no, ripe, find her, go with us tomorrow.
(Hockett 1958: 162)

Note that Hockett’s form-classes include not only words proper, but entire
phrases, and there is no “class-meaning” mentioned, since the most important
feature is mutual substitutability.

But if distributional analysis is closely observed, its negative consequences are
unavoidable, as was seen as early as the 1960s. According to one British linguist
“as many classes are set up as words of different formal behaviour are found”
(Robins 1980 [1964]: 174), and another maintains in an article on the definition of
word classes that “[...] very few words have an overall identical formal behaviour
[...]- One would end up with a multitude of single member classes” (Crystal 1967:
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28). Or to cite a more recent article: “Whatever identifying criteria we use for
parts of speech — meaning, syntactic function, or inflection - the relationship
between particular criteria and particular parts of speech is typically many-to-
many” (Anward 2000: 3).

Neither do alternative approaches fare better in this respect. Functionalist lin-
guists, as shown by Simon Dik (1989) or Kees Hengeveld (1992), differentiate
word classes by two prototypical functions or parameters, such as predication
vs. referentiality, and head vs. modifier, with the resulting four classes arranged
in an implicational hierarchical order in (1) that corresponds to the sequence
verb > noun > adjective > adverb (Hengeveld 1992).

(1)  Head of > Head ofref. > Modifierof > Modifier of
pred. phrase phrase head of ref. head of pred.
phrase phase

The “radical constructionist” William Croft (2005) also notes the futility of the
distributional method, and, instead of language specific word classes, proposes
restricted typological universals based on “propositional acts”, such as reference,
predication, and modification, that define “lexical semantic classes” like objects,
actions, and properties, respectively (Croft 2005: 438).

As I will try to show, neither the approach based on the introduction of a new
or different set of criteria for the same small number of word classes nor the
opposing view stemming from otherwise well-established criticism based on the
failure of distributional analysis is viable. Instead, I will suggest a compromise
solution that benefits from both without their possible drawbacks.

Research into the typology of word classes has come up with observations
differentiating between part-of-speech systems depending on whether or not the
categories of lexical items are fixed or not. Languages can thus be grouped into
one of three sets: (a) differentiated, as English, in which all four word classes are
clearly displayed, and two subtypes in which such dedicated lexical items are
missing: (b) flexible, like Turkish, in which non-verbs can belong to any one of
the three classes nouns, adjectives, and adverbs, and (c) rigid, like Krongo (Kadu,
Sudan), in which there are nouns and verbs, but the rest of the lexical categories
are rendered by syntactic means, e.g., relative clauses (Hengeveld 2013: 32ff.).!

'Due credit must be given here to the polyglot phonologist and theoretical linguist Ferenc Mér-
tonfi (1945-1991), who had expressed similar thoughts well ahead of the recent upsurge of
interest in word class typology, as illustrated in the following passage. “From the point of
view of parts-of-speech this means that there are languages in which syntactic features like
’verbal” or 'nominal’ must be marked for all or most of the words (e.g., in Hungarian, German,
etc.), and there are languages where this would be redundant, non-distinctive marking, which
is omissible (and this holds for the large majority of words in, e.g., Chinese, Vietnamese, etc.
[...])- In other words, this means that lexical word classes are not universal.” (Martonfi 1973:
201; my translation)
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It is true that Distributed Morphology offers an attractive solution to the prob-
lem of word classes by merging a functional category with an unspecified root (cf.
Halle & Marantz 1993; Marantz 1997; Arad 2003; Panagiotidis 2015, among oth-
ers). In this approach, categorization is a syntactic process. Items, whether heads
or phrases, have no categories of their own determined by their lexical charac-
terization, but acquire them, as it were, by becoming complements of functional
heads, such as the nominalizer n, the verbalizer v, or the adjectivizer a (Pana-
giotidis 2015: 17). However, Baker’s (2003: 266ff.) arguments are persuasive in
attributing syntactic categories to roots or stems, particularly, as I would focus
on his proposal in the light of the above typology, in the case of a number of lan-
guages in the “differentiated” type, which will be the subject of our discussion
below. Baker claims that “where there is less functional structure, we find more
categorial distinctiveness” (Baker 2003: 268).

2 Properties rather than definitions

Traditional part-of-speech characterizations usually list the most general proper-
ties and illustrate them by prototypical examples, which serve practically as os-
tensive definitions, thus rendering the characterization itself redundant since the
examples are a sufficient ground for any competent native speaker by means of
which to classify the words of the language in question. The criteria, which usu-
ally rely on distributional and/or semantic factors, are usually too soft or porous,
and the classes set up do not directly follow from the definitions.

At the same time these very definitions preclude the establishment of, for ex-
ample, the uniform class of verbs in English or in other languages of the dif-
ferentiated type since intransitive verbs are as a rule incapable of substituting
for transitive ones, or mass nouns for countable nouns, and so forth. If, how-
ever, we are satisfied with partial overlapping, then the class of adjectives will
in part coincide with that of nouns, cf. Italian or (the) blind, or even adjectives
will subsume two partially overlapping subsets, relational and qualitative ones,
cf. (*more) naval (exercise) vs. (more) interesting exercise. In addition to flexible
word classes (cf. Rijkhoff & van Lier 2013), some dispute the distinction between
inflection and derivation as well, positing a continuum for them (Dressler 1989).
What is to blame in this state of affairs is the metric applied; if we have a single
scale, the difficulties will inevitably resurface again.

Moreover, it follows from a unidimensional system of criteria that whenever
some word class is defined by a set of characteristics, then a given item belongs
to that word class if it has precisely those characteristics. If any item has some
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property that it shares with another item, the property will serve to determine
the class formed by them. This is clearly circular and if we insist on this approach
the circle cannot be broken.

Note that the notion of word class applies only to linguistic items that can com-
bine with other such items. Utterance-sized words, such as interjections, greet-
ings, etc., even though they may be listed and categorized in dictionaries, do not
partake in syntactic constructions (except in citation forms), thus, theoretically
speaking they have no properties comparable to those of “ordinary” word classes,
while the labels attached to them certainly have a practical advantage for users
of these dictionaries.

It is precisely the (morphological, syntactic, semantic, or pragmatic) properties
of combinable lexical items relevant from the viewpoint of categorization that
control their cooccurrence with other lexical items. Consequently, there will be
as many classes as there are properties, thus vindicating Robins’s (1980 [1964]),
Crystal’s (1967), or Anward’s (2000) views of a multitude of word classes. But
these definitions will no longer be circular since the criteria they are based on
will figure in various levels of grammar in determining the combination of items,
that is, in morphology, syntax, semantics, and pragmatics.

Consequently, what we understand by a word class will be a set of instruc-
tions specifying what other lexical or syntactic objects, whether affixes, words
or syntactic phrases, a given word can combine with. “Traditional” word classes,
i.e., nouns, verbs, adjectives, adverbs, satisfy various clusters of properties. In
effect, the unidimensional category of word class has been replaced by multidi-
mensional matrices of sets of properties.

A similar suggestion is inherent in Crystal’s (1967: 46) list of criteria for nouns
in English, reproduced in Figure 4.1.

Gross (1986) gives a classification of French verbs according to the types of sub-
jects, complements and the properties of their complements, based on 4 subject
and 32 complement types, setting up a matrix of 36 verb types.

In a discussion of the problems of universal and language specific classifica-
tion Haspelmath (2012: 94) presents the overlapping system of word classes in
Chamorro, following Topping (1973) and Chung (2012), according to the proper-
ties and classes as in Table 4.1.

In contrast with more “regular” languages like Latin, which has the two major
classes of verbs and nouns, with the two subclasses nouns (nomen substantivum)
and adjectives (nomen adjectivum) in the latter group as distinguished by prop-
erties of having case and (in)variable gender, Haspelmath argues that Chamorro
has six possible word class systems in view of the properties in Table 4.1, as illus-
trated in Figure 4.2.
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+1

—) +1

e.g. +2 “boy”

+3  “news” e.g.

4 +3  “girl”
/< —4

+1

—2 +1

e.g. A —2

+3 “information” ‘v e.g.

+4 ‘ —3 “phonetics”

—4

central class

+1
+2  “hardship”
e.g.
+3 “peroration”
+4
Figure 4.1: Crystal’s (1967) criteria for nouns. Legend: 1 - May act as
subject; 2 — Inflect for number; 3 — Co-occur with article; 4 — Morpho-
logical indication.
Table 4.1: Haspelmath’s (2012) extension of Chung’s (2012) table of
grammatical properties and clauses in Chamorro
Word type
Property ‘see’ ‘go’ ‘big’ ‘person’
passive + - - -
Yo’-type pronoun subject - + + +
Infinitive + + + +
Incorporation - - — +
Prefixation with mi- - - - +
Subject-predicate agreement + + +
Specific external agreement + + - -
Person-number agreement (realis) + - - -
Transitival Intransiverb Adjectival Nominal
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A Transitival + Intransiverb Adjectival + Nominal

B Transitival Intransiverb + Adjectival + Nominal

C Transitival + Intransiverb + Adjectiverb Nominal

D Transitival + Intransiverb Adjectival Nominal

E Transitival Intransiverb Adjectival + Nominal
F Transitival Intransiverb + Adjectival Nominal

Figure 4.2: The six possible word class systems of Chamorro according
to Haspelmath (2012)

The properties in question can be of various ranks and significance, as claimed
by Crystal (1967), since some may extend to more items than others, e.g., whether
or not it can be a subject, take a definite article, etc. Then there are classes that can
easily adopt new items, whereas others do not - a familiar distinction between
open and closed classes. But closed classes, i.e., grammatical words or functional
categories, do not form unified classes at all.

This was shown, for example, by Radford (1976) in classifying English aux-
iliaries by listing six properties distinguishing auxiliaries from verbs, such as
the ability to take negative clitics, to take do-support, to nominalize, to occur in
untensed clauses, to occur in untensed clauses, to take to before a following in-
finitive, and to display concord, all of which, except for the first, are properties
characterizing verbs.

Aarts (2007) differentiates between subjective and intersective gradience,
where the former is a case of “categorial shading in prototypicality from a cen-
tral core to a more peripheral boundary” in a single category, while in the latter
“there are two categories on a cline” (p. 97). Rendered in the framework presented
here, it is the relevance and/or number of features from one or the other word
class that determine to what degree the item in question belongs to one or the
other category in Aarts’ intersective gradience.

If we examine auxiliaries in Hungarian, we can identify the following prop-
erties that distinguish them from main verbs that also take infinitives as their
complements.?

*Note that the first two properties (2) and (3) below lump together subclasses of main verbs
with (some) auxiliaries.
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)

(4)

®)

(6)

(7)

Split complex verbs, i.e., a combination of particle + verb construction, see
(2b,c)®

i. utal ‘hate’, szégyell ‘be ashamed to’, ...

ii. akar ‘want’, probal ‘try’, tud ‘know, can’, ...

iii. fog ‘will’, szokott ‘usually does’, kell ‘must’, szabad ‘may;, is allowed to’,

talal ‘happen to’, passive van + V-va/ve

a. "beutal-sz jon-ni

in hate-2sG come-INF
a’. utadl-sz be jon-ni

hate-2sG in come-INF

‘you hate to come in’
b. beakar-sz jon-ni

in want-2sG come-INF

‘you want to come in’
c. befog-sz  jon-ni

in want-2sG come-INF

< 3 . 3
you will come in

Has tense/modal meaning

tud ‘be.able’, bir ‘can’, fog ‘will’, kell ‘must’, szabad ‘mayj, is allowed to’,
lehet ‘may;, is possible’

Has no present or past tense forms

szokott “usually does’; fog ‘will’, szabad ‘may, is allowed to’

Has no person or number agreement
kell ‘must’, szabad ‘may, is allowed to’, lehet ‘may;, is possible’

Has no infinitival form
fog ‘will’, szokott ‘usually does’, szabad ‘is allowed to’, lehet ‘is possible’

Has no thematic subject (external argument)
fog ‘will’, szokott “usually does’, taldl ‘happen to’; passive van + V-va/ve,
kell ‘must’, szabad ‘is allowed to’, lehet ‘is possible’

®Asis illustrated in (2i) and (2a,a’), not all verbs can split the complex verbs in their complement

of main verbs and (2iii) those of auxiliaries, as seen in Table 4.2. The phenomenon was first
described by Proszéky et al. (1984) and in more detail by Kalman C. et al. (1989), though their
conditions are not followed here, cf. also Kenesei (2000).
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(8) Has no potential inflection (i.e., missing -hat/het ‘may’ affixation)
fog ‘will’, szokott “usually does’, talal ‘happen to’; szabad ‘is allowed to’
(9) Has no conditional inflection (i.e., missing -na/ne ‘would’ affixation)
fog ‘will’, szokott ‘usually does’
(10) Has no imperative/subjunctive forms
fog ‘will’, szokott “usually does’, talal ‘happen to’
(11) Has person-marked infinitival complements, see (11a)
kell ‘must’, szabad ‘is allowed to’, lehet ‘is possible’
a. Hungarian
jon-ni-iuk kell
come-INF-3PL must

‘they must come’

Moreover, the above list is augmented by restrictions on syntactic positions,
i.e., what complement VPs each verb in the list can take, cf. (12).

(12) Hungarian
a. befog kell-eni tud-ni jon-ni
in will must-INF be.able-INF come-INF
‘it will be necessary to be able to come in’
b. *be fog tud-ni kell-eni jon-ni
in will be.able-INF must-INF come-INF
intended: ‘(someone) will be able to have to come in’
c. " be fog/szokott talal-ni jon-ni
in will/usually happen-INF come-INF
intended: ‘(s/he) will/usually happen/s to come in’

These properties set apart main verbs (in bold type, with each exemplifying
a large array) and the single items of auxiliaries (in normal type). And, what is
more important, there are no two auxiliaries that are characterized by the same
set of features, as shown in Table 4.2, in which the lack of a property is marked
by a minus sign.*

Starting with the fourth column there are only “classes” containing single
items, and it is precisely these words that qualify as auxiliaries, which points

“The star in the last cell indicates the irrelevance of the property. The + sign in column 2 shows
that some verbs in this group have modal meanings, and in column 3 that speakers vary as to
the acceptability of the past tense form of szabad.
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Table 4.2: Feature matrix for Hungarian verbs and auxiliaries

2 z

—
) =
S + g
=10} — 8 =
g _8 = Q
g 2
g g 2 = —~
S o B2 & S g =
w E 2 & ¢ 8 3 5 & &
£ — ] =t = < 2 = g o
= —g = =} E E =) o [3) o
= - %) b3 [3) o 8, &
= & 3 8 € & o5 o g &§
Verb A= A e 8 FE & O 8 A
utal ‘hate’ - + 4+ + + 4+ + + -
akar ‘want’ + + 4+ + 4+ 4+ + + + -
bir ‘can’ + 4+ 4+ 4+ 4+ + + + + -
fog ‘will’ + o+ - 4+ - - — _
szokott ‘usually’ + + + + - - — - - =
talal ‘happen’ + - 4+ o+ 4+ - -+ - =
kell ‘must’ + 4+ 4+ - + - - + o+ o+
szabad ‘may’ + 4+ £ - - - - + + +
lehet ‘may’ + + + - - - - 4+ 4+ +
PASSIVE van ‘be’ + - + + + - + + + 7

at property (7) as the one distinguishing them from main verbs, or more pre-
cisely, main verbs that take infinitival clauses as complements.5 Note, however,
that the lack of a thematic subject/external argument is a property found also in
unaccusative verbs, but they, in turn, do not take infinitival complements, and
Table 4.2 was set up to include verbs with infinitival complements only. Again, it
is another instance of cross-classification, as is generally the case with the open
class of (main) verbs, but the ultimate lesson is that the word class of auxiliaries
does not seem to emerge, because the rest of the features are not shared by any
two of the items listed in Table 4.2.

3 Conclusion: Life without word classes

We could go on to demonstrate similar one-member classes in case of articles,
conjunctions, and other functional categories, but, as was seen above, categories
in open classes are also prone to a limitless multiplication of classes. The way
out of this impasse is at hand: word class is an epiphenomenon, it is not a basic

’See Kenesei (2006) for a full set of arguments.
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concept but a derivative notion in linguistics. There are no word classes; what we
have to do with is properties and their combinations, clusters, or matrices. The
morphological and syntactic environment, including the complements of individ-
ual functional or notional items, can be determined also by various combinations
of properties, spelling them out as the characterizations of individual items as we
have seen in the case of the auxiliaries.

Morphological or syntactic processes rely and work on properties rather than
(classes of) words or morphemes, which renders the discussion on whether word
classes are universal or language-specific irrelevant (Hengeveld 1992; Croft 2005;
Haspelmath 2012 etc.). What can be universal is not some word class but a set
of distinctive properties, some of which were illustrated above. Since there are
probably no languages without subjects, Crystal’s (1967) feature of “May act as
subject” is probably universal.® It is likely that all languages have a property of
“May have a complement”, and if there are cases in a language, then it makes
sense to posit the feature “Assigns (structural) case”. But just as the consonantal
phonological feature for clicks may be relevant only in Bantu languages, it is pos-
sible that the syntactic feature of incorporation, which is significant in Chamorro,
is missing in a large number of languages. And with reference to the languages
with “flexible word classes”, as well as to the decomposition of categories in Dis-
tributed Morphology, it may very well be the case that the syntactic categoriz-
ing heads, i.e., the “categorizers” that merge with categorially unspecified lexical
items, are themselves bundles of properties along the lines discussed here.

There is hardly anything surprising in this development, especially if we take
into account the fact that it is no longer the phoneme that is the basic unit in
phonology but distinctive features and the term phoneme is but shorthand for
sets of distinctive features, as seen in the following passage:

In recent years it has become widely accepted that the basic units of phono-
logical representation are not segments but features, the members of a small
set of elementary categories which combine in various ways to form the
speech sounds of human languages. (Clements & Hume 1995: 245)’

®One anonymous reviewer contests my reliance on this property, cf.: “The author says ‘there
are probably no languages without subjects’ but that is a statement which has frequently been
contested by those who work on so-called ‘topic prominent’ languages”. My studies of topic-
prominent languages, which include Hungarian, among others, do not, however, confirm this
statement, but cf. also e.g., E. Kiss (2002) for a more complete overview. This reviewer also
maintains that “various theories do without a core concept of ‘subject’ (including most if not
all versions of generative grammar), while others such as Lexical-Functional Grammar (LFG)
and Relational Grammar make it a theoretical primitive.” While this is indeed the case, the fact
that ‘subject’ is a derived notion, rather than a core concept, in generative grammars does not
preclude reference to it by the properties invoked here.

"See also Siptar (2006).
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And finally, just as phonologists have not got rid of the term “phoneme”, so
syntacticians or morphologists need not throw out the notion of “word class” —
if they are aware that it is a convenient abbreviation without any consequence
or theoretical relevance.

Abbreviations

2 second person LFG Lexical-Functional Grammar
3 third person PL plural

INF infinitive SG singular
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Chapter 5

The matrix: Merge and the typology of
syntactic categories

Andrea Moro
University School for Advanced Studies IUSS, Pavia

In recent works (Moro 2000; 2009; Chomsky 2013; 2017; Chomsky et al. 2019; Rizzi
2015; 2016) a new type of phrasal structure has been assumed resulting from Merg-
ing two XPs where neither XP projects: the unlabelled [XP YP]. This structure
stands out as an exception with respect to the typical X°s and XPs. I will show
that by considering some basic properties of Merge in an abstract combinatorial
framework the stipulative character of this category is absorbed along with some
potential redundancies of UG.

1 The X° vs. XP distinction and the lexicon

A basic opposition is manifested in syntax between X’s and XPs. A traditional
way of distinguishing between these two categories is to refer to the lexicon:
an X° directly comes from the lexicon, whereas an XP does not. In fact, this
opposition can also be captured by referring to Merge by reasoning as follows.

2 The matrix or beyond the X°-XP taxonomy

An X° cannot be targeted by Internal Merge (IM) whereas an XP can; call this
property “atomicity”. Interestingly, this not the only way to cast X° and XPs into
two disjoint classes by referring to Merge. An X’ cannot appear as a specifier
whereas an XP can. Since a specifier is an XP which is Merged to another XP

Andrea Moro. 2020. The matrix: Merge and the typology of syntactic categories.
In Andrés Barany, Theresa Biberauer, Jamie Douglas & Sten Vikner (eds.), Syntactic
I architecture and its consequences II: Between syntax and morphology, 81-92. Berlin:
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without projecting, one can say that an XP is an optional projector whereas an
XY is not; call this property “incapsulation”.!
(1) A syntactic entity S is:
a. atomic ([+a]) iff no parts of it can be targeted by IM.
b. incapsulable ([+i]) iff it can be merged to an XP without projecting.
Let us now construe a combinatorial square matrix based on these two inde-
pendent properties displaying both positive and negative polarities and start by

representing the two opposite and already recognized entities, namely an X° as
[+a, —i] and an XP as [—a, +i]:?

)

—-a XP

This matrix raises a new question, namely whether there exist any [+a, +i]
and [—a, —i] syntactic entities, i.e. homopolar syntactic entities, or whether there
exist only the heteropolar ones. I will show that the answer is affirmative and
this matrix solves the problem raised by unlabeled [XP YP] structures. Let us
first consider the case of a syntactic entity with all negative polarity features.

'This operation can in principle be reiterated generating “multiple specifiers” or one specifier
and multiple adjuncts; I will maintain Kayne’s (1994) LCA-based principle according to which
there can be only one element merged with a phrase to preserve the possibility of linearization.
This is only partially true since there could be multiple subjects provided that only one is
spelled-out at phonetic form (PF). The existence of these configurations is provided by inverse
copular sentences in Italian. In this case, the preverbal phonologically overt DP is mutually
c-commanding pro without violating the LCA since pro is not visible to linearization. Clear
support for this analysis comes from cases where the preverbal subject is singular and the
postverbal one plural: in this case, the copula anomalously agrees with the postverbal DP
showing that there must be a pro (in fact a “null predicate”) mediating the agreement relation
as in la causa sono Pietro e Giovanni (the cause-sing.fem. are Peter and John). The intervening
subject is pro as proposed in Moro (1997) as in la causa pro sono io (the cause pro am I; ‘the cause
is me’) or just sono io (am I; ‘it’s me’). Indeed, if more than one adjunct/subject is generated:
all but one must move, as a consequence of the principle of dynamic antisymmetry.

*Matrices are typical structuralist tools that have their origin in phonological models. In syntax,
they have been used less massively; two major examples are Chomsky’s (1970) and Jackendoff
(1977) - both incorrectly assuming that noun phrases cannot be predicates — and Muysken
& van Riemsdijk 1986 relying on features pertaining to X-bar levels. In fact, perhaps the first
use of derivative categories in linguistics can be traced to at least the Hellenistic models of
grammar, witness the term “participium” (lit: that takes part) related to a verbal form which
displays adjectival morphology.
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2.1 Bare small clauses

A natural candidate to occupy the [—a, —i] slot is the so-called “bare small clause”
(BSC), prototypically represented by the complement of the copula. Two sepa-
rate issues must be addressed here: a preliminary one is whether there is any
empirical reason to assume that such non-atomic constituents exist; the other is
whether there is any empirical reason to exclude them from the specifier posi-
tion. In fact, they have both already be answered positively. I will just sketchily
remind here the data upon which the answer is built.

Originally, the complement of the copula was considered to be the same as
the complement of believe-type verbs and labelled “small clause” (SC): namely,
a non-inflected predicative structure (see Williams 1978 and Stowell 1978 for the
first proposals and Graffi 2001 for a critical survey). It has been later proposed
that these two types of complements have two distinct structures (see Moro 1997
for the original proposal; and Moro 2017a,b for a synthetic update): the comple-
ment of believe-type verbs is a phrase headed by a predicational head — whose
precise categorical nature is still under discussion — whereas the complement of
the copula is an unlabeled phrase resulting from the direct merge of two phrases.
The minimality of the latter structure is what justifies the term “bare”; accord-
ingly, these phrases are represented as [XP YP] merged without any intervening
head.? The specificity of this construction is not the merging of two phrases but
rather the fact that neither phrase project, unlike the case of specifiers that yield
[« XP YP] where the label o coincides with either phrase and the specifier is the
phrase which does not project.

The empirical reasons supporting the distinction between SC and BSC are
based on several distinct domains. For the sake of simplicity, three distinct types
of domains can be reminded here and exemplified in (3): the distribution of pred-
icative markers (3a,b);® intervening effects on cliticization, more specifically vio-

3This analysis revives Williams’s (1980) original proposal for the analysis of SCs which was
abandoned partially because of the influential proposal by Chomsky’s (1986) to uniform clause
structures to the XP format, normalizing all phrases to endocentric structures.

“Notice that in this analysis of predicative structures both the subject and the predicated are
incapsulated; this independent fact shows that incapsulation is more general than “specifier-
hood” which is inherently asymmetrical.

The presence of a predicative marker in the complement of believe-type verbs was taken by
Moro (1988) as the spell-out of an abstract predicative head (Pred®); its absence in copular
constructions, instead, led to hypothesis that the clausal constituent was better analyzed as
an AgrP and - correspondingly — the copula as the expression of tense (and aspect) features
(T°) yielding a first version of the so-called “Split-Infl” hypothesis. This analysis preceded and
was empirically distinct from the influential version proposed by Pollock (1989) and was later
partially abandoned in favor of the unheaded BSC hypothesis, while maintaining the idea that
IPs were in fact to be analyzed as TPs.
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lations of Rizzi’s (1990) relativized minimality (3c,d);6 instability, i.e. the necessity
of movement out of the embedded clausal structure both in English (3e-g) and
in pro-drop languages (3g):’

(3) a. Mary considers [John (as) the culprit | (cf. also John is considered t
(as) the culprit)
b. John is [ t (*as) the culprit ]
c. Italian
“lo  ritengo [ Maria H ¢ ]
so-CL believe Maria
d. Italian
Maria lo é [t t]
e. Mary considers [ John stupid ]
f. *is [ John stupid ]
g. Italian
*¢ [ Gianni stupido ]
is Gianni stupid

All these facts converge toward the analysis according to which the comple-
ment of the copula consist of merging two phrases without the intervention of
a head. This analysis has proved to be consistent across languages; a strong sup-
port to the existence of BSCs along with SCs comes from Pereltsvaig’s analysis
of Russian (Pereltsvaig 2007). Moreover, it has also been proposed that BSCs also

%I have simplified the representation in (3d): for locality reasons, a BSC can never be completely
evacuated (see Moro (1993) elaborating on Rizzi’s (1990) notion of head-government. The clitic
is rather sub-extracted from a DP as an N. The same D°/N° distinction holds for wh-elements
where which corresponds to D° while what to N°, witness cases like what a party! where the
wh-element co-occurs with an overt D°; this also explains the possibility to extract what but
not which in existential sentences (see Moro 1997 revising Heim’s (1987) semantic account of
this contrast and the locality conditions on extraction; see also Moro 1993 for locality issues
within a Minimalist framework).

"Notice that the pro-drop parameter is totally irrelevant here: movement in required in Italian on
a par with in English. No “expletive” can rescue the structure where neither phrase moves, not
even ci (there), reinforcing the hypothesis that movement is required to solve the instability
of the lower BSC rather than satisfy some specific condition of the subject position; for the
impact of this phenomenon on discharging the extended projection principle see Moro (1997;
2000) and, in particular, Moro (2009) for a detailed discussion involving the role of Focus® in
post-verbal positions.
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occur in nominal domains, as complements of P® heads playing the same role as
the copula in that they provide a landing site for either the subject or the predica-
tive phrase (Moro 2000; see also Kayne 1994; den Dikken 1997; Zamparelli 2000).
Simple examples are pairs like these types of books vs. books of this type which
are generated by the same underlying structure containing a BSC, namely [ of
[gsc [books] [this type]]], by raising either the subject [books] or the predicative
nominal [this type] to the specifier of P (cf. books are of these types). We can now
turn to the second issue, namely as to why BSCs cannot be specifiers.

One of the special properties of BSCs — witness examples like (3f,g) — is that
they force movement of either XP: if the two XPs constituting the BSC are both
noun phrases then either movement is possible, yielding a canonical vs. inverse
copular sentence depending on whether the subject or the predicate raises (and
similarly, mutatis mutandis, in nominal constructions); if the predicate of the
copular sentence is not a noun phrase — say an adjectival phrase — then the only
viable rescue strategy is for the subject to raise, because of the morphological re-
strictions imposed on the landing site (arguably related to Case assignment). The
reason of the instability of this structure is inherently related to the symmetrical
nature of this configuration; there are two alternative explanations, one based
on the LCA (Moro 2000) - movement is necessary to allow linearization of two
mutually c-commanding phrases — the other on labeling algorithm (Moro 2009) -
movement is necessary to provide a label to the BSC (see also Moro 2000; 2009;
Chomsky 2013; 2017; Chomsky et al. 2019; Rizzi 2015; 2016 for further support to
this explanation and in general for the principle of dynamic anti-symmetry). It
could well be that both explanations are valid and that this phenomenon reveals
a twofold nature of instability depending on the test adopted. Duality is not to
be avoided per se in empirical science if it is grounded and impinges on separate
empirical reasons.

However, for what matters here, even if only one explanation will turn out to
be true, still the instability — hence, the necessity of movement out of a BSC -
remains as an undisputed fact. And it is this very fact that offers a straightforward
explanation for the second issue addressed in this section, namely as to why BSCs
cannot be specifiers. An obvious case study is the impossibility for BSC to be
clausal subjects, i.e. specifiers of TP. The crucial fact is that movement is banned
from within this position unless some specific conditions are realized which do
not apply here (for the locality conditions on the subject position see in particular
the discussion in Rizzi 2015, Stepanov 2007 and references cited there). All in all,
the impossibility for a BSC to occur as a subject follows for principle reasons
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without ad hoc stipulations: on the one hand its instability requires movement;
on the other, movement is impossible for locality conditions.®

Eventually, the homopolar negative slot [—a, —i] generated by the matrix in
(2) can then be filled in by BSCs:

4

) +i i
+a X0
—a XP BSC

The matrix, in fact, completely eliminates the stipulative character of BSCs:
these acentric phrases are not exceptions as they are now framed in the same
two property based grid generating the other two categories, namely words and
endocentric phrases. The exception would now rather be if they did not exist.

2.2 Expletives

There is a residual empty slot in the matrix in (4), namely the homopolar positive
syntactic entity: [+a, +i]. Is there a reason for assuming that there exist atomic en-
tities that can occur as the specifiers of a phrase, that is that can be incapsulated?
I would like to suggest that this category exists and coincides with expletives.’
In a sense, this assumption is trivially proved. Elements like there in English exis-
tential sentences, for example, are clearly atomic but they cannot further project
when merged with a phrase — in fact, they prototypically end up occupying the
position canonically reserved to clausal subjects — hence [+i]. Nevertheless, they
do qualify as exceptions since atomic entities, i.e. X’s, do project and they cannot
occupy the subject position: expletive appear like “inert heads”. One possibility

8Interestingly notice the following contrast:

(i) a. *[John the culprit] is strange
b. [for John to be the culprit] is strange

This shows that what prohibits for a clausal structure to be clausal subject is not related to
the finiteness of tense and aspects features. As for the possibility of a local movement to a focal
position to solve instability (see Moro 2009). Notice also that being BSC [—i] it must project
when merged with an XP: this is consistent and in fact it derives the solution to the instability
of these constituents as predicted by the principle of dynamic anti-symmetry (see Moro 2000;
2009; Chomsky 2013; 2017; Chomsky et al. 2019; Rizzi 2015; 2016).

°1 refer to “expletives” in general but a more fine-grained terminology would distinguish be-
tween subject-expletives as in it was clear that John left and predicative-expletives as in it’s
that John left, just to remain to pro-CPs, along the lines of Moro (1997).
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would of course be to assume that expletives are not real heads but rather “mono-
lithic” phrases which exceptionally contain no parts visible to Internal Merge but
this would of course be a way just to rephrase the situation. On the other hand,
however, the capacity of expletives to share some properties with heads can in-
deed be independently supported, by considering more fine-grained and hidden
empirical data, such as those manifested in copular constructions. Consider the
following contrast taken from Moro (1997; see also Stepanov 2007 for an analysis
of the same data in (5a):!°

(5) a. which wall do you think there was [a picture of ¢]

b. *which wall do you think the cause of the riot was [a picture of ¢]

Following Moro (1988; 1997), I will assume that there is a not a subject expletive
which is inserted late in the derivation; this element is rather a pro-predicate
expletive raised from a lower position or, equivalently, that existential sentences
like (5b) belong to the more general class of inverse copular sentences: cf. [there
was [ [a picture of the wall] ¢ ]]. In (5b), instead, the phrasal predicate the cause
of the riot is raised to the pre-verbal position. The major difference between the
two sentences, then, is that the head of the predicate is embedded in (5b) (namely,
cause) whereas it edges the TP phrase in (5a) (namely, there).

This distinction allows to explain this contrast by appealing to the notion of
L-marking. More specifically, Moro (1997) adopted the version of L-marking as
formulated in Cinque (1990) which differed from Chomsky’s (1986) original pro-
posal: Cinque’s version is based on the selectional capacities of a head rather
than its theta-marking ones. Synthetically, a phrase is an island (or a barrier
to movement) unless it enters into a local relationship with a head selecting it,
where by “local relationship” a minimal dominance relation is intended canon-
ically expressed in terms of c-command. An interesting remark on L-marking
highlights its persistence in Minimalist frameworks: “Though varieties of govern-
ment would be ‘imperfections’, to be avoided if possible, the closer-to-primitive
notion of L-marking should pass muster, hence also notions of barrier that are

0This contrast was also discovered with respect to quantifier raising:

(i) a. there weren’t pictures of many girls

b. the cause of every riot wasn’t pictures of many girls

The embedded quantifier many can have scope over negation, hence be extracted from the
subject DP at logical form (LF), only in a there-sentence (ia). Notice that the example in (ia)
falsifies Williams’s (1984) analysis of there as a scope marker: for a full discussion, see Moro
(1997: Ch. 2).

87



Andrea Moro

based on nothing more than L-marking” (Chomsky 2000, 117; for a critical review
of the notion of L-marking and the empirical and historical reasons behind it see
Roberts 1988).

Allin all, the impossibility to extract from within the post-verbal subject in (5b)
is immediately explained by the fact that it is not L-marked: the element selecting
it is the predicative head cause and it fails to c-command it; the only other head
c-commanding the subject is the copula: although it qualifies in terms of local
configuration, it does not select the subject: thus the subject is not L-marked and
extraction from it yields an ungrammatical sentence. This parallels the case of a
preverbal subject of an embedded sentence: it is in a proper local configuration
with a complementizer c-commanding it but it is not selected by it (see Rizzi 1990;
2015; see also again Stepanov 2007 for critical considerations on extractions from
the subject position). In (5a), instead, the head there (locally) c-commands the
lower subject and it selects it in its capacity as a pro-predicate: thus, the subject
is L-marked and extraction is viable. The special head-like relation between the
expletive there in subject position and the copula is also manifested in the fact
that the copula anomalously shows rightward agreement, reasonably a sign that
the number features of the subject have been transmitted by the pro-predicative

element selecting it:!!

(6) a. there were many pictures of the wall

b. the cause of the riot was/*were many pictures of the wall

Similar considerations concerning there would hold for pre-verbal it in quasi-
copular sentences such as it seems that Mary left as well as in inverse copular
sentences with clausal subjects like it’s that Mary left, whose common structure
is: [ it VO [ [that Mary left] t]. There are also other occurrences of there with
other verbs than the copula which would lead to the same conclusion, namely
unaccusative constructions but illustrating them here would take us too far (see
Moro 1997 and the crucial extensions suggested in the comprehensive theory of
argument structure proposed in Hale & Keyser 2002).

UThat there are cases where the nominal head of a predicate must agree with its subject is
independently attested in cases like:

(i) Iconsider John and Peter my best friend*(s)

However, agreement is by no means obligatory in all cases. In fact, there can be a complete
mismatch in gender and number as in:

(ii) considero i libri la mia passione
consider-1sG the-M.pL books-M.PL the-F.sG my-F.sG passion-F.sG

See Moro (1988; 1997; 2017a) for further considerations.
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Crucially, for what matters here, there is a further piece of evidence in favor
of the fact that expletives have a twofold nature. In the previous examples, I
have provided evidence that they share the same selectional properties as heads;
it can be also proved that they do behave like phrases by reasoning as follows.
expletives are only merged with other phrases; as [+i] elements they cannot
project, thus the resulting phrase can either be a full endocentric phrase (where
the other element projects) as in [1p Expl TP ] or it can be a BSC (where neither
phrase projects) as in the [ggc DP Expl ] generating (5a) where neither phrase
projects. In the latter case, either phrase must be further moved as predicted by
dynamic anti-symmetry:'?

The very existence of atomic and incapsulated syntactic categories (expletives)
is ultimately well-grounded empirically and this allows us to fill in the last avail-
able slot in the two property based grid:3

(7)

+i -1

+a Expl X°
—-a XP BSC

ZFor the reasons why the expletive raises and the impact it has on semantic structure see Moro
(1997: Ch. 3; 2000; 2009); Chomsky (2013; 2017); Chomsky et al. (2019); Rizzi (2015; 2016) if the
expletive did not have phrasal properties and they were just like heads, it would be hard to
explain why the structure is unstable and it requires movement. All in all, expletives appear
to share some properties with both X° and XPs.

5Notice that the BSC analysis originally proposed for existential sentences, quasi-copular sen-
tences, and unaccusative constructions has been extended to cover previously unrelated con-
structions. In particular, the same analysis has been proposed to include wh-phrases to explain
split interrogatives, including the classic “was-fiir split phenomena” and its equivalent in Ro-
mance languages (see Moro 2000 and Ott 2012 for a further and original extensions of this
proposal). In Italian, for example, we get the following case study where the particle di (‘of’)
plays the same role as a nominal copula in questi tipi di libri (‘these types of books’) forcing
movement of the wh-element cosa (‘what’) to the specifier position of the proper CP-slot:

(i) Cosa legge [ tdi[pgc libri ¢]]?
what reads-3sc  of books
‘What books does s/he read?’

For what matters here, examples like (i) show that the twofold nature of elements like there
is not isolated to canonical expletives: it is rather unexpectedly shared by wh-elements like
cosa (‘what’) which constitute an unstable structure with another full phrase, revealing their
phrasal nature, but do not contain any part accessible to Internal Merge, i.e. they behave like
X°. We should perhaps speak of “generalized expletives” to include clausal and non-clausal
ones.
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3 On evaluating the matrix: Suggestions for the future
agenda

The fourfold taxonomy generated by the matrix absorbs the exceptionality of
BSC and expletives framing them along X° and XP in a natural way within
the same grid generated by two syntactic properties formulated by referring to
Merge.

In principle, this may not be the only welcome result: the matrix could also
be exploited to capture further empirical generalizations. For example, it reveals
natural classes — i.e. agreement is possible only with a [+i] category — or it allows
to identify grammatical functions in a more comprehensive way - i.e. predica-
tive structures coincide with [—a,—i] category (see Moro 2000; 2004 for further
discussion) or simplifications - i.e. two homopolar entities (namely, expletives
and BSCs) cannot be merged. Whether or not this matrix will be theoretically
useful for formulating new questions is left for future research to answer.

Abbreviations

1 first person LF logical form

3 third person M masculine

BSC bare small clause PF phonetic form

CL clitic PL plural

F feminine SC small clause

M Internal Merge SG singular

LCA  linear correspondence axiom UG Universal Grammar
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Chapter 6

On a difference between English and
Greek and its theoretical significance

George Tsoulas
University of York

This paper offers a comparative study of the coordinator and and the comitative
preposition with in its coordinating function. Greek is shown to behave differently
from English in this respect and this is accounted for in terms of labelling potential
of a syntactic/lexical object. The more general claims are that labelling is a locus
of variation and that labelling is (still) a syntax internal process.

1 Introduction

One of the major proposals concerning the possible loci of syntactic variation
is the so-called Borer-Chomsky conjecture which Baker (2008) formulates as
follows:

All parameters of variation are attributable to differences in features of par-
ticular items (e.g. the functional heads) in the lexicon.

In general, it is a somewhat more restricted version that is more widely ac-
cepted, namely that syntactic variation and parametric properties are restricted
to properties of inflectional heads only.!

In this note, I would like to suggest that the potential of a category to supply
a label to a constituent that it heads is also a property that, though not strictly
inflectional and clearly not restricted to functional heads, is a locus of variation
across languages. The empirical argument in favour of this position comes from

!This is more in line with both Chomsky’s and Borer’s formulations.

George Tsoulas. 2020. On a difference between English and Greek and its theoreti-
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the behaviour of certain coordinated structures in English and Greek (and to a
much lesser extent French). It is well known that the preposition with in English
also functions as a coordinator. The same is true in Greek, but coordinations with
with pattern differently in the two languages. In a nutshell, while in English the
first conjunct must raise out of the with phrase, there is no such requirement in
Greek.

In this paper I consider more closely these patterns and argue that they are
better understood if we extend Chomsky’s (2013) proposal on structured coordi-
nation with and to the case of coordination with with and argue, contra Kayne
(1994), that movement of the first conjunct is driven not by Case but by the re-
quirements of the labelling process, and more specifically the idea that while
some categories may be able to label in some languages they may not in others.
Taking Chomsky’s idea that some categories may be assigned a feature [LABEL]
that nothing can remove more seriously than he probably intended, we can imag-
ine that this feature is an integral part of lexical items. It follows that for cate-
gories that lack that feature, the labelling algorithm cannot identify any of their
properties for externalisation and the conceptual-intentional system.?

The paper is structured as follows: in §2 I present the facts of English concern-
ing with-coordinations. §3 develops the account of with-coordinations in English
in labelling terms. In §4 I turn to the Greek data and show that the patterns fol-
low from the simple proposal that Greek me (‘with’) is a labelling category. I
also discuss some interpretive issues relating to distributivity. §5 spells out some
consequences of the analysis.

2 Coordination: and and with

The following paradigm in English is well known:

(1) a. Sue and Sy are friends
b. *Sue is friends and Sy

(2) a. Sueis friends with Sy

=

* Sue with Sy are friends

Examples like those in (2) are found with a variety of symmetric predicates,
as Lakoff & Peters (1969) as well as Dong (1970) have discussed (cf. 3), although
with varying degrees of acceptability.

*This is an important point to which we will return in §5.
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(3) a. Sue is co-workers with Sy
b. Sy is mates with Sue

Sue is school/bandmates with Sy
? Sy is siblings with Sue

Sue is twins with Sy

- 0 a0

Sy is co-authors with Sue

Compare now (3) with its version where with is replaced by and.

(4) Sue and Sy are co-workers

Sue and Sy are mates

Sue and Sy are school/bandmates
Sue and Sy are siblings

Sue and Sy are twins

TR =R S T = R

Sy and Sue are co-authors

The main difference between the paradigm in (3) and that in (4) is that with
and-coordinations the whole constituent remains together while with with the
first conjunct must move out.

Beyond nominal predicates, as above, the pattern extends to verbal symmetric
predicates such as collide or fuck:

(5) a. Rosetta collided with comet 67P
b. Rosetta and comet 67P collided

c. " Rosetta with comet 67P collided

d. *Rosetta collided and comet 67P

e. Sue fucks with Sy every Wednesday evening
f. " Sue with Sy fuck every Wednesday evening
g. Sue and Sy fuck every Wednesday evening

h. *Sue fucks and Sy every Wednesday evening

Lakoft & Peters 1969 suggested first that the preposition with was function-
ing here as a coordinator and, moreover, the and- and with-coordinations were
related and should be transformationally linked through a process of replacing
and by with and extraposing with NP. The issue of the relatedness of the two
constructions as well as the basis for Lakoff & Peters’s (1969) account was revis-
ited, in light of the LCA, by Kayne 1994: §6.3, who proposed that the reason for
the commonalities between (1a) and (2a) is that they both derive from the same
underlying structure, namely (6).
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(6) [DP1 [[and/with] DP2]]

What sets the two constructions apart, for Kayne, is that there is a require-
ment for the first conjunct to move out of the conjoined phrase in (2a) because
it cannot be adequately Case licensed in situ. More specifically, while a phrase
coordinated with and allows both conjuncts to be Case licensed by virtue of the
fact that the whole coordinated constituent is in a Case-licensing position, this is
not true of coordinated phrases with with. A somewhat different way of putting
this restriction is that, from a Case theoretic point of view, DP coordination is
only licit if Case can be distributed to both conjuncts. In the case of and this
appears to be so. In the case of with, however, this does not happen because the
second conjunct is case licensed by with while the first one has to get Case from
an external source.

The latter way of putting the relevant constraints can be made to work fur-
ther, in the sense that a constituent of the type A and B does distribute like its
conjuncts whereas a constituent like A with B does not. But again, if we assume
that the construction is headed by the coordinator, we would have to suggest
that in the case of with it is still a Case assigning preposition rather than a co-
ordinator, which in turn casts doubt on the analysis of these two constructions
as deriving from identical underlying structures. Moreover, under this analysis
it is not clear why with different predicates it is impossible to extract the first
conjunct of a with coordination:

(7)  * Sue is French with Sy.

For this, Kayne suggests that in order to obtain a distributive reading a coor-
dinated phrase must be preceded by a distributor which may be overt or covert.
This distributor, noted BoTH following Kayne’s convention, forces the distribu-
tive reading on the coordinated phrase, which is, of course equivalent to a sen-
tential coordination.

(8) BOTH [John and Mary] love cats — John loves cats AND Mary loves cats.
And, of course, these cases are also fine with an overt distributor:
(9) Both John and Mary love cats.

In the case of with-coordinations, however, the distributor induces a barrier
to the movement of the first conjunct. Thus, sentences with the following repre-
sentation are out.
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(10) (Kayne 1994: 66, example 56)
John; is human beings [BoTH [[e;] with Bill]]

But it is unclear why this should be so. After all both, as a floating quantifier,
does not induce a barrier to the movement of its complement (cf. Sportiche 1988).
Equally, a modifying adjunct usually does not induce a barrier to movement of
the specifier of the category to which it attaches. I will set aside the issues relating
to interpretation and distributivity and revisit them briefly in §4.1.

As we can see, Kayne’s analysis is problematic in various respects, and yet, it
remains both plausible and attractive. In the following sections I will claim that
the basic insights can be maintained and find more elegant and general expres-
sion in terms of the labelling requirements and possibilities in these structures.

3 Labelling and coordination

Chomsky (2013) puts forward a particular proposal regarding structured coordi-
nation (with and), according to which coordinate structures start as (11):

(11) [y and [g DP; DP;]]

As B cannot be labelled because configurations of the type [XP YP] are prob-
lematic for the labelling algorithm (both heads are equally prominent), one of
DP; or DP, must raise (say DP;) and f receives the label of DP,. Importantly,
however, a receives the label of DPy, reflecting the fact that the distribution of
these coordinated structures is determined by the shared label of the two coordi-
nated elements. As Chomsky notes, though, the construction remains headed by
the conjunction which remains visible in order to determine the structure but is
not available as a label. This entails that the whole constituent can be the target
for movement yielding (12) as an instance of DP movement:

(12) [pp Peter and Susan] are [ppPeterand-Susan] teachers

Assuming this to be on the right track, let us turn to the case of with-coordi-
nations. Given that (13), modelled on (12) is ungrammatical, it is clear that this
proposal will not be applicable to with-coordinations.

3To be sure, there are various questions surrounding Chomsky’s proposal on coordination. For
example, it is unclear what it means for the construction to headed by the coordinator, which
determines structure but does not supply a label. This requires further clarification on the
assumption that the labelling algorithm identifies heads. We set this aside for now.
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(13) * [pp Peter with Susan] are [ppPeter-with-Susan] teachers

In these cases the distribution of the coordinate structure does not reflect the
distribution of their shared label (DP); in fact, it does not constitute a well-formed
constituent at all, as the data show. It follows that the derivation will also be some-
what different. Keeping, however, as close as possible to the proposal on and will
allow us to pinpoint the difference. The following is a reasonable approximation
of their derivation that preserves full parallelism between the and and the with
case. Let us assume that DP; and DP, merge again like before yielding an unla-
bellable [XP YP] structure. Next, with merges with that syntactic object just like
in the case of and. The difference, I claim, is that unlike and, with can provide a
label for the resulting object, and we have the following configuration:

(14)  [withp with [ DP; DP2]]

At this point, DP; must raise so that « receives the label of DP,, yielding (15):

(15)  [p DPy [witnp With [pp, PPy DP2]]]]

Of course, the question that arises now is what label will f receive. As the two
elements of f are [DP; withP] we are in the same situation as before where we
have a [XP YP] configuration and one of the two elements must raise. DP; does
and following merging of further material we obtain the initial contrast repeated
here:

(16) a. Sueis friends with Sy
b. Sue and Sy are friends

If this is correct it is not Case but the requirement for the whole constituent
to be labelled that is responsible for the movement of the first conjunct. The lack
of label also accounts for the fact that the whole constituent cannot be targeted
for movement, yielding the ungrammaticality of (2b). Whether the constituent
remains unlabelled is an important question that we will pick up in §5.

Although this analysis provides an account of the basic patterns, the ungram-
maticality of (7) remains problematic. Within the analysis presented here, a co-
vert distributor will not do the job — both because assuming that it induces a
barrier to movement is not an idea that is easy to implement in the general frame-
work I am assuming, but also because, in fact, even in cases like (2a) the reading
is distributive in the sense that the following is a contradiction:

(17)  # Sue is friends with Sy but Sy is not friends with Sue.
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With a predicate like being French, however, this reading is not possible. Fur-
thermore, the distributive reading is not really what matters, but rather the sym-
metric/reciprocal one. Thus, observe the following contrast:

(18) a. Both Sebastien and Julie are French

b. *Both Sebastien and Julie are friends
With verbal predicates the contrast is perhaps even more telling:

(19) a. Both Sue and Sy fucked (every/on Wednesday evening)
b. Both Rosetta and Galileo collided *(with comet 67P)

Clearly what is missing in the meanings of the examples above is this recipro-
cal/symmetrical meaning. There is no suggestion that Sue and Sy fucked (with)
each other or that Rosetta and Galileo collided with each other. Of course, with
an overt reciprocal the sentences are perfect:

(20) a. Sue and Sy fucked each other
b. Rosetta and Galileo collided with each other

The sentences become significantly degraded by the addition of an overt dis-
tributor:

(21) a. ’""*Both Sue and Sy fucked (with) each other
b. ”?"* Both Rosetta and Galileo collided with each other

One way to extend the account presented here is to focus on the fact that while
and and with appear to perform the same function and give rise to the same struc-
tures, it is also not true that they are synonymous.* Specifically, I assume that
with even as a coordinator retains its comitative meaning and 0 licenses its DP
complement (DP, in our examples). We can then ask how is DP; 0-licensed.’ I
propose here that a derivation involving a with-coordination will converge only
if both coordinated DPs can be independently 0 licensed.® This means that they
will work only with two-place predicates, either verbal (like collide, fuck, dance),
in which case the DP will receive a thematic role in the subject position, or with
symmetric relational nouns like friends, co-workers and so on where the thematic
role will be available in the nominal extended projection.7 The idea, therefore, is

*In §4.11 revisit this issue and propose that even if we stick with distributivity, the results will
come out right if we look more closely at the morphology of distributivity.

>This is a legitimate question even if we have a coordination where we generally assume that 0
licensing involves the whole constituent. The distribution of Case inside the with-coordination
also does not work in the same way.

®Again, in parallel with Case.

"The actual mechanism is not relevant here.
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that, unless the DP that moves out in order to allow the [DP withP] constituent
to be labelled can be thematically licensed in its derived position, the sentence
will be ungrammatical, not as a result of lack of Case (Case can be assigned) or of
lack of label, but as a violation of the 8-criterion. Labelling is important, however,
as it is the label that allows thematic licensing in the case of and-coordinations
and prevents it in the cases of with, with the results that we saw earlier. As noted
earlier, there is lexical variation in the range of elements that allow the patterns
involving with-coordination. So, while with a relational, symmetric noun like
friends it works fine, with others speakers find it less acceptable at first. Interest-
ingly, with a noun like enemy which allows for a non-symmetrical reading the
with coordination is possible only in the symmetrical reading:®

(22) She is mortal enemies with John

Assuming now this analysis, I turn to the corresponding Greek facts.

4 Greek

And-coordinations in Greek show a behaviour similar to that of their English
counterparts in the relevant respects, witness (23-24):

(23) Greek
O Kiriakoske o Aris ine fili.
The Kiriakos and the Aris are friends

‘Kiriakos and Aris are friends.
(24) Greek

*O Kiriakos ine fili ke o Aris.
The Kiriakos are friends and the Aris

‘Kiriakos and Aris are friends.
Greek me ‘with’ also functions as a coordinator, as in (25-26):

(25) Greek
O Kostas me ton Ariine fili.

The Kostas with the Ari are friends
‘Kostas and Aris are friends.

8Example (22) is taken from http://www.davidagler.com/teaching/criticalthinking/handouts/
Handout3_AdHominemFallacy.pdf.
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(26) Greek
O kostas ine filos me ton Ari.
The Kostas is friend with the Aris

‘Kostas is friends with Aris.

At first sight, taking Greek and English to be basically the same, it looks like
in Greek the first conjunct may remain in situ. From a Case theoretic perspective
this is somewhat problematic. One would wonder why the same mechanism is
not available in English. One approach could suggest that while we may unify
Greek and English in terms of Case assignment in these constructions, the EPP
requirement of C-T must be satisfied by DP movement in English while in Greek
V-to-T suffices. This is a reasonable approach but raises the question why is it
impossible to raise the whole withP to [spec T]. The labelling account developed
here provides an explanation for that. However, this question may be moot, at
least in part, given the evidence on agreement to which we now turn. There are
some differences between with and me. Consider the following:

(27) Greek
*O Kostas ine fili me ton Ari.
The Kostas is friends with the Aris

‘Kostas is friends with Aris.

(28) Greek
*Ego ime fili me ton Ari.
I am friends with the Ari

‘T am friends with Aris.

The agreement contrast between (25) and (26) on the one hand and (27) and (28)
on the other is interesting when compared to the agreement found in the English
friends with construction. In the Greek case, plural agreement on the predicate
nominal is only triggered when the first conjunct of the [A with B] element stays
in situ. If, however, the first conjunct raises to [Spec T], then agreement is in the
singular both on the copula in T and the predicate nominal. Compare this to the
English friends with construction (2a) where the predicate nominal shows plu-
ral agreement but T bears singular features (from agreement with the subject).
Now, given that the plural on the predicate nominal is pretty much the only tan-
gible evidence we can lay our hands on in favour of the idea that the underlying
structure involves a coordination, we can take the absence of plural agreement
(together with the absence of any other factor that blocks plural agreement) as
evidence that there is no underlying coordination in Greek, and the right analysis
of (26) is roughly (29):
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(29) TP

T

DP T

N T

O Kostas T SC

T

ine AP PP

N

filos me DP

PN

to Giani

Friends with construction is not available in Greek. Under a Case theoretic
approach, this is problematic given that me assigns Case to its complement DP
while DP; has its Case valued externally. So even pursuing that path one would
have to find out why Greek allows this type of Case valuation in cases that look
otherwise equivalent.

Given the discussion above and the agreement facts, it is, I suggest, reason-
able to propose that the difference between Greek and English regarding with-
coordinations should be located in the labelling potential of with/me.

In the previous section we saw that in English with was different from and in
that it could supply a label. I want now to propose that in Greek me is exactly
the same as ke ‘and’ in terms of labelling potential,? i.e. neither can supply a
label (in other words nether carries the feature [LABEL]), and, as a result, it is not
surprising that the behaviour of me-coordinations in Greek is similar to that of
and-coordinations (in Greek and English). Assuming this, the patterns follow.

Consider first the fact that the whole constituent will be labelled DP and as a
result can be targeted for EPP driven movement and for Case valuation. Concern-
ing Case, as we saw above, me will Case license DP, while DP; will have its Case
valued via Agree with T. The following examples show that the whole DP can
appear preverbally in subject position with different nominal or prepositional
predicates:

(30) Greek
Ego me ton pateramu imaste sinehia se sigrusi.
I  with the father mine are  always in collision

‘Tam always fighting with my father’

°They are different in other ways, see §4.1.
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(31) Greek
Ego me ton Kosta imaste aderfia.
I  with the Kostas are  siblings

‘Kostas and I are siblings

(32) Greek
Ego me ton Apostoli imaste panda antipali.
I  with the Apostolis are  always rivals

‘Apostolis and I are always rivals’

Assuming further that in some way coordinated phrases are marked as for-
mally plural, agreement both with the predicate nominal and T is expected to be
in the plural. This prediction is borne out.

Furthermore, we predict that these coordinated structures will be available
with a wide variety of verbal predicates too; in other words, not just with the
symmetric ones with which they co-occur in English. Again the prediction is
borne out as the following examples show:!°

(33) Greek
O tragudistisme ti sizigo tu tu ehun megali adinamia.
The singer with the spouse his to-him have great weakness

“The singer and his wife have a weak spot for him.

(34) Greek
O Kostasme ti Marina, pu ehun molis padrefti, benun mesa sto
The Kostas with the Marina, who have just married, enter in  the
saloni.
living-room
‘Kostas and Marina, who just got married, enter the living room’
(35) Greek
O Nikosme ti Mariaehun dio pedia.
The Nikos with the Maria have two children

‘Nikos and Maria have two children’
(36) Greek

O Sakisme ti Friniapoktisan pedi.
The Sakis with the Frini obtained child

‘Sakis and Frini had a child’

0The examples (33-38) were found with a simple Google search.
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(37) Greek
O Panagiotisme ti Hrisa ehun anagagi to kreopolio tus se
The Panagiotis with the Hrisa have elevated the butcher’s theirs to
horo sinathrisis.
space rally
‘Panagiotis and Hrisa have turned their butcher’s shop to a major
gathering place’

(38) Greek
O Grigoris me ton Petro kserun pos tha se odigisoun.
The Grigoris with the Petros know how will you drive

‘Grigoris and Petros know how to drive you around’

(39) Greek
Telika i Rihaname to Saudaravaine mazi edo ke mines.
Finally the Rihana with the Saudi are together here and months

‘In the end Rihana and the Saudi man have been together for months’

The interpretation of these examples is dependent on the predicate; if the pred-
icate allows for a symmetric reading like (34), where if A is married to B then
B is also married to A, then this is what we obtain. If the predicate allows or
requires a group reading, like (37-38), this what we get. And finally, if the predi-
cate allows or requires a distributive reading, like (33) or one reading of (35) this
is again what we have.

Under the simple proposal that me is a non-labelling head the data above are
all expected. Let me now turn to a somewhat complicating factor, namely dis-
tributivity.

4.1 A complication: Distributivity

There seems to be one significant difference between ke and me in Greek. It is
well known that in Greek, like in French, the coordinator can appear in front of
both coordinated constituents:

(40) French
Pierre connait et Isabelle et Marie.
Pierre knows and Isabelle and Marie

‘Pierre knows both Isabelle and Marie.
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(41) Greek
O Kostas gnorizi ke ti Maria ke tin Eleni.
The Kostas knows and the Maria and the Eleni

‘Kostas knows both Maria and Eleni’

Kayne (1994: 146, fn. 16) for French and Chatzikyriakidis et al. (2015) for Greek
have argued that the initial (outer) occurrence of the coordinator is in fact a
distributive operator. Although this is generally true in the sense that the initial
ke/et yields a distributive reading it is also true that this is only the case when the
second (inner) coordinator is and/ke/et. Thus, in Greek, with a me-coordination
no distributive readings are induced by the presence of an initial ke, compare:

(42) Greek
Ke o Sakiske i Sula sikosan ena trapezi.
And the Sakis and the Sula lifted a table

‘Both Sakis and Sula lifted a table’ DISTRIBUTIVE

(43) Greek
Ke o Sakisme ti Sulasikosan ena trapezi.
And the Sakis with the Sula sikosan ena trapezi

‘Sakis and Sula lifted a table’ COLLECTIVE

Now perhaps it is the comitative meaning of me (which was suggested in §3 for
English and is presumably also valid for Greek) that somehow blocks the distribu-
tive reading. One way of putting this is to suggest that, semantically, the output
of a me-coordination is a group individual, acting in part as an atom, whereas
this is not necessary for ke-coordinations, whose semantic value may be that of
a group (in which case there is no difference with me) but can also be an indi-
vidual of type sum, which would be an appropriate argument for the distributive
operator. However, examples like (44) seem to suggest otherwise, in the sense
that, as things stand, there is no immediate suggestion that the two teams form
a group in a relevant sense:!

(44) Greek
O Olimpiakos me ton Panathinaiko kserun pia  apenandi se pies
The Olimpiakos and the Panathinaikos know at-last against to which
omades tha agonistun.
teams will play
‘Olimpiakos and Panathinaikos have at last found out which teams they
will face’

UThis is perhaps too strong. The two teams might form a group in the sense that they are the
two Greek teams in the relevant international championship. I will set this aside for this paper.
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The reading of (44) is distributive in the sense that it corresponds to a senten-
tial conjunction (45):

(45) Olympiakos knows which team it will face AND Panathinaikos knows
which team it will face.

Now adding an initial ke to (44) does not have the desired effect:

(46) Greek
Ke o Olimpiakos me ton Panathinaiko kserun pia  apenandi se
And the Olimpiakos with the Panathinaikos know at-last against to
pies omades tha agonistun.
which teams will play
‘Olimpiakos and Panathinaikos aLso have at last found out which teams
they will face (as well as some other group of teams).

In this case the reading is that of the additive ke.!?

Another issue with the idea that the initial ke is the distributive operator ap-
plying to an argument of suM type is that ke, qua distributive operator, is not
available with plurals, which are routinely thought of as carrying the type of
sums (Link 2002 and many more after him). Interestingly this is not true for En-
glish both:13

(47) Greek
Ke ta pedia efagan gemista.
And the children ate  gemista

‘“The children TOO ate gemista’

2For more details on the additive ke, see Chatzikyriakidis et al. (2015) and references therein.

In French the relevant sentences are altogether ungrammatical so we will not pursue the com-
parison further although the question why the distributive et cannot appear with plurals in
any position is an intriguing one:

(i) French
*Et les enfants ont soulevé une table
and the children have lifted a table

‘The children have lifted a table’ (intended: each)
(ii) French

*Jean connait et les enfants

Jean knows and the children

intended: ‘Jean knows each child’
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(48) Both children ate gemista

Again the ke on (47) is the additive ke and does not give the desired distributive
reading, unlike what we see in (48).

Setting aside this concern, these patterns can be understood in two ways which
probably boil down to the same insight. On the one hand, as suggested earlier, we
can think of inner and/ke/et as sum forming operators and outer ke/et as distrib-
utors acting upon these sums. In contrast with/me are group forming operators
whose outcome behaves in the relevant respects as an atom and therefore the
distributor cannot act on them in the same way. This would mean that the rea-
son why initial ke followed by a with coordination can only be read as additive
falls together with (49):

(49) Greek
Ke 1 epitropi apofasise tin isvoli  stin Amorgo.
And the committee decided the invasion to-the Amorgos

‘The committee (as well as some other organisation) decided the invasion
of Amorgos.

The alternative way of analysing these patterns is to suggest that the distribu-
tive operator is in fact the discontinuous morpheme:

(50) a. Both...and
b. Ke ... ke
c. Et...et

Again this idea predicts that adding both or ke in front of a with/me-coordina-
tion will not yield a distributive reading simply because, at least in these cases, it
is just not the right morpheme for the intended meaning. I think that in this way
the ungrammaticality of Kayne’s example (10), repeated here, is explained too:

(51) John; is human beings [BoTH [[e;] with Bill]]

While Kayne is right that distributivity is the key to understanding the judge-
ment, it is not because a covert BOTH blocks the extraction. Rather, it is because
the distributive reading does not arise in these cases because the lexical material
is just not right.
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5 Some consequences

Let us take stock. I argued so far in this paper that a number of differences in the
syntax of coordination both within and across languages can be understood in
terms of the labelling potential of different categories and the labelling algorithm.
The account developed here raises a number of questions primarily about the role
of labels in syntactic derivations.

A particular point of debate regarding labelling going back to the early days
of minimalism is whether labels are mere tags onto pieces of structure serving
to identify them as a potential targets for operations such as internal Merge or
AGREE at least,'* or active drivers of the derivation. Chomsky (1993; 1995) took
the former view. A different view was taken by Adger & Tsoulas 1999, who pro-
posed that labels are complex and include category determining features from
both merged elements, i.e. Merge(e, B) — [(qp; @ Bl Crucially, the label {a,}
was taken to be semi-uninterpretable in the sense that one of the two categorial
features that make it up (a and P) had to be eliminated. Eliminating that fea-
ture was done in the standard way, by seeking a goal in the numeration or the
sub-array, agreeing, and merging it with the existing structure or, by internal
merge, raising an element with the required specification. In that proposal, com-
putation was driven by the labels, whether on heads or intermediate projections.
Although Chomsky’s recent proposals on labelling and the one from Adger &
Tsoulas (1999) differ in many respects, they converge on the idea that determin-
ing the label of a particular part of the structure is a driving force for computation
and that in principle labelling need not obey endocentricity. They diverge on two
important conceptual points, namely (a) whether the output of merge needs to
be always labelled, and (b) what are labels required for. Regarding the former,
Chomsky (2015: 6) is particularly clear on this point:

Crucially, LA does not yield a new category as has been assumed in PSG and
its various descendants, including X’ theory. Under LA, there is no structure
[« X], where a is the label of X. LA simply determines a property of X for
externalization and CL It is therefore advisable to abandon the familiar tree
notations, which are now misleading. Thus in the description of an [XP, [YP,
ZP]] structure, there is no node above either of the two merged constituents.
There is no label for the root of the branching nodes.

Taking this at face value, it means that not every output of merge operations
will be labelled. A question we might ask about this approach is what happens

“The question of external merge is also relevant in terms of the elements that are identified for
Merge.
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to elements such as [ a, B ] when LA has not identified a property for exter-
nalisation and CI. The issue is puzzling. Imagine that there is some element X
for which the Labelling algorithm as identified no property (I suppose that this
would be its label) for externalisation and CI. What would that actually mean?
In terms of externalisation it would mean that the element would not be pro-
nounced. This is the reasonable understanding of the idea (from Chomsky (2015)
that copies do not label. In other words the algorithm will identify no property of
copies relevant to externalisation. Wanna contraction aside, this seems correct.
But what of CI? Would one expect that such an element would be invisible also
to the interpretive mechanisms? This seems problematic. Focusing on the cases
of interest in this paper, both and/ke- and (in Greek at least) me-coordinations
would be such that the coordinator would provide no relevant property for ex-
ternalisation and CL. If the reasoning based on copies is on the right track, then
the non-labelling nature of the coordinators is a clear counterexample (they are
after all externalised). But setting externalisation aside, in the case of CI it is un-
clear, in this case, how a structure [DP; and DP,] would be interpreted. What
does seem clear is that it is a property of the conjunction that is preeminent in
the interpretation, namely whatever it is that turns that constituent into a plu-
ral (sum) entity. Assume for concreteness that the semantics for DP conjunction
corresponds to set formation, or more precisely set-product formation, defined
in its general form as follows (Heycock & Zamparelli 2005: 241):

(52) Set product (sp)
SP(SY,...,8") =qep {X : X = Alu-uA" Al €S, A" € S}

The way this works is by taking one element from the denotation of each of
the two conjoined elements and yielding their union for all elements of these
sets. This is the property that is relevant to CI, rather than the DP label that,
as we saw, is assigned by the labelling algorithm. The DP label (or at the very
least the lack of label deriving from the conjunction), however, is precisely what
accounts for the syntactic patterns. Thus, if the reasoning is correct, we are led to
rethink the labelling process as follows: labels in part drive syntactic computation
but in crucial respects do not represent properties for CI and externalisation.
There is a mismatch between the label relevant to the derivation itself and the
ClI/semantically relevant one. Labels are necessary and the labelling algorithm
is a tool that affords insightful understandings of syntactic patterns, but labels
do not determine interface interpretation and do not reflect interface properties.
Often in fact, as in the cases analysed in this paper, the syntactic label is at odds
with the semantically relevant one.
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6 Conclusion

In this paper I tried to rethink the properties of two types of coordination in
English and Greek. I argued that the different behaviour of and and with-coor-
dination in English are the result of the fact that while and does not provide a
syntactic label with does. In Greek, however, neither did, resulting in different
behaviours. If I am correct we probably also have to accept two higher level con-
clusions. First, that the (non)-labelling nature of a category can capture linguistic
variation and perhaps is a parametric property. Given that this is not an inflec-
tional category, if I am correct, then there is evidence for variation that, although
ultimately located in the lexicon if we assume that there is a feature [LABEL], con-
cerns the only thing that is determined internally to the computational system.
The second conclusion, connected directly to the first, is that labelling is a pro-
cess necessary for the syntactic computation and is neither determined by nor
determines interface properties.

Abbreviations

EPP extended projection principle LCA  linear correspondence axiom
LA labelling algorithm
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Chapter 7

Rethinking linearization

Kyle Johnson

University of Massachusetts, Amherst

The reason “movement” is used to describe the relationship between an interroga-
tive phrase in English and the syntactic position is binds a variable in, is because
that variable is silent. Impressionistically, the interrogative phrase has changed lo-
cation - it has moved from the position interpreted as a variable. To derive this
feature of the relationship while maintaining a semantics that correctly captures
the nature of the variable is not trivial. The presently best model is one that claims
that the interrogative phrase is, at least partially, in both positions - the position it
is spoken in and the position the variable is in. Jairo Nunes has suggested a method
of using that model and an algorithm that converts syntactic representations into
strings — a linearization algorithm - to derive the fact that a change of location
is how being in two positions is manifest. I develop this idea in a framework that
expresses the “be in two positions” syntax with phrase markers that allow a term
to be dominated by more than one mother. This interpretation of movement does
not fit well with the execution Jairo Nunes had of his idea. I develop an alternative
implementation that preserves his leading idea.

1 Introduction

In a series of papers, a book, and a dissertation, Jairo Nunes (1995; 1996; 1999;
2004) has provided a compelling way of deriving a signature property of move-
ment, a property I will call terseness.

(1) Terseness
When a term is moved from one position to another, it gets spoken in only
one of those positions.

Kyle Johnson. 2020. Rethinking linearization. In Andras Barany, Theresa Biberauer,
Jamie Douglas & Sten Vikner (eds.), Syntactic architecture and its consequences II: Be-
I tween syntax and morphology, 113-135. Berlin: Language Science Press.
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There are exceptions to terseness, and some of these Nunes’ account predicts.
This venue doesn’t provide the space to consider these exceptions, or how they
fit Nunes’ project, so I will set them aside and concentrate on the normal case, in
which terseness holds. Nunes’ leading idea is that movement creates a structure
that the linearization algorithm can interpret only if terseness holds.

Nunes’ account has two parts. First, he adopts the copy theory of movement (2).

(2) Copy theory of movement
a. From a term X is made a copy: X’

b. X’ is merged into a position higher than X

On this view, movement could take the structure in Figure 7.1, form a copy of
which flower and form the structure in Figure 7.2.!

CP
VN

c® TP

/\
DP+ TP+

‘ /\
D%+ 1O VP

| | N
she should V° DP

N

bring D NP

which  N°

flower

Figure 7.1: Pre-move structure

"In order to focus on just one movement operation at a time, I will only consider cases of
embedded constituent questions, where movement of the T° to C° doesn’t occur.
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CP
/\
DP’ CP+
N VN
DY NP’ c TP
| | T~
which’  N%  DP+t TP+
| | T
flower’ DO+ TO VP
| | TN
she should V° DP

N

bring D° NP

which N°

flower

Figure 7.2: Post-move structure

The second part relies on a standard condition on how phrase markers are
linearized into strings that Kayne 1994 calls antisymmetry.

(3) Antisymmetry
A linearization cannot contain both a < b and b < a.

Antisymmetry assumes that a linearization is a set of ordered pairs x < y,
where x and y are words and “<” is the precedence relation. Antisymmetry
simply states that no word can both follow and precede another. Nunes’ sec-
ond proposal, then, is that antisymmetry cannot distinguish one word from. The
structure in Figure 7.2 is not pronounced with two instances of which and flower
because a linearization that contains both which’<she and she<which will be a
violation of antisymmetry. This is terseness.
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One goal of this paper is to define copies so that they have the effect of in-
voking antisymmetry in the way that Nunes envisions. That definition will use
the idea broached in Engdahl 1980 that a moved term is a term in two syntactic
positions.? This can be represented by letting phrase marker trees allow mul-
tidominance. Another goal of this paper is to devise a linearization algorithm
that can handle such trees.

2 Nunes’ proposal

Nunes couches his idea with a slightly modified version of the linearization al-
gorithm in Kayne 1994. The key departure from Kayne’s algorithm concerns the
items that are linearized. Kayne’s algorithm linearizes morphemes - including
subword material — and Nunes’ doesn’t. I'll adopt Nunes’ view, which is useful
in accounting for certain exceptions to terseness. A goal of Kayne’s work is to
derive (4) from the linearization algorithm.

(4) If XP asymmetrically c-commands YP, then the words dominated by XP
(= d(XP)) will precede the words dominated by YP (= d(YP)) (modulo the
effects of movement).

(5) «a c-commands f if every phrase dominating o dominates f too, and o
doesn’t dominate f3. o asymmetrically c-commands f if o c-commands 3
and f doesn’t c-command a.

This is achieved by building (4) into the linearization algorithm along the lines
of (6).

(6) a. LetL Dbe the set of pairs of heads and phrases, (A, B), in a phrase marker
P such that A asymmetrically c-commands B.
b. The linearization of P is the union of d(A) < d(B) for every (A, B)
inL3

As Kayne notes, (6) needs to be weakened if it is to work for phrase markers
that have specifiers. To see this, consider how (6) applies to (7).

*Engdahl cites the unpublished Peters & Ritchie (1981) as her source for the idea.
$More explicitly: the linearization of P is {a < b: Va € d(A) and vb € d(B) if (A, B) is in L of P}.
Note that “<” is the precedes relation.
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(7) TP

T

DP TP+

N N

p® NP 710 VP

the NO will O

| |
child cry

The L for (7) is (8a), and this produces the linearization in (8b).

(8) a. L={D°NO,(DP, T%),(DP, VP),(DP, V%), (T% V), (TP+, DY),
(TP, N%)}

the < child child < can can <cry
the <can  child <cry
the < cry can < the
b. 1
cry < the
can < child
. cry < child }

= can cry the child can cry
(8b) violates antisymmetry.

(9) Antisymmetry
A linearization cannot contain both a < b and b < a.

The problem with (6) is that it allows too many asymmetric c-commanding
pairs to enter L. Because TP+ is part of some of the pairs in L, the orderings
can<the, can<child, cry<the and cry<child get into the linearization. But because
DP is also part of some of the pairs in L, the linearization contains the<can,
the<cry, child<can and child<cry. To address this problem, Kayne proposes a
way of limiting the class of items that can be in L so that it achieves certain goals
his system has for ordering sub-word morphemes. Because that is not a feature
of the procedure needed to derive terseness, I will take a slightly different tack.
I will limit L to just maximal and minimal projections.

(10) a. Let L be the set of pairs of heads and maximal projections, (A, B), in a
phrase marker P such that A asymmetrically c-commands B.
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b. The linearization of P is the union of d(A) < d(B) for every ordered
pair in L.

Because TP+ is neither a minimal nor a maximal projection it will be jettisoned
from L. (10) will produce the L in (11a), and this generates the correct linearization
in (11b).

(11) a. L ={(D° N°),(DP, T),(DP, VP),(DP, V%), (T° vO)}
the < child child < can can < cry
b. § the <can child <cry
the < cry

= the child can cry

(10) correctly linearizes a wide array of syntactic structures and provides a way
of deriving (4).

We are now ready to see how Nunes proposes to derive terseness. His proposal
amounts to adopting (12).

(12) A term, X, and, X’, cannot be distinguished by antisymmetry.

A consequence of (12) is that a linearization which contains both X < Y and
Y < X’ will violate antisymmetry. Applying (10) to the result of movement in
Figure 7.2 produces the linearization in (13b).

(DY Ny (DP’,C% (DP’,TP) (DP’,.DPt) (DP’.D’+)
(DP’T% (DP’VP) (DP’V®) (DP’DP) (DP’D)
(DP’NP) (DP’N% (C’DPt) (C®D%) (C°1%)
(c®vpy (V%  (c’pp) (C'DY (C° NP)
(CON%)  (DP+T°) (DP+VP) (DP+V®) (DP+DP) (
(DP+,D% (DP+NP) (DP+N°) (T°V0) (T DP)
(T°D%  (T°NP)  (T°N%) (V0D (V° NP)

(VON®) - (DONC)

which’ < flower’  flower’ < should should < she she < bring  bring < which
which’ < should  flower’ < she should < bring  she < which  bring < flower

b which’ < she flower’ < bring  should < which she < flower which < flower
" | which’ < bring  flower' < which should < flower

which’ < which  flower’ < flower
which’ < flower

(13) a. L=

= which’ flower’ should she bring which flower

118



7 Rethinking linearization

Because of the existence of which’<bring and bring<which in (13b), along with
many other such pairs, antisymmetry is violated.

This derives the impossibility of speaking a moved term in both of the places it
occupies, but something more is needed to produce the string that actually arises.
Nunes suggests that this involves a movement-specific deletion operation which
removes orderings from a linearization. Applied to (13), this deletion operation
could remove orderings to form one of the strings in (14), all of which satisfy
antisymmetry.

(14) a. which flower should she bring
b. which should she bring flower
c. flower should she bring which
d. should she bring which flower

Nunes assumes, and so shall I, that (14a) and (14d) are possible outcomes —
some languages choosing one or the other — but that (14b) and (14c) are not.
To block these two outcomes, Nunes makes two assumptions. First the deletion
operation in question applies not to a linearization — it doesn’t remove elements
of the set in (13) for instance - but to the syntactic structure being linearized.
It removes the linearization statements corresponding to the phrases and heads

that populate a syntactic representation. I'll formulate Nunes’ condition, which
he calls chain reduction, to reflect this.

(15) Chain reduction
Chain reduction applied to d(X) deletes every ordered pair in a lineariza-
tion that contains a word in d(X), X a head or phrase.

To form the strings in (14), chain reduction will delete from L the ordered pairs
indicated in (16).
(16) a. To form (14a), chain reduction applies to d(DP).
b. To form (14b), chain reduction applies to d(NP") and d(D°).
c. To form (14c), chain reduction applies to d(D0 ) and d(NP).
d. To form (14a), chain reduction applies to d(DP”).

The second assumption Nunes makes is that there is an economy condition
that favors fewer targets for chain reduction.

(17) Economy
Let N be the number of terms that an instance of chain reduction, R, ap-
plies to. Block R if its N is greater than the N for another R that satisfies
antisymmetry.
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Economy will block the applications of chain reduction in (16b) and (16c) be-
cause of the equally antisymmetry compliant applications of chain reduction in
(16a) and (16d).

There are a variety of successes for this method of deriving terseness, and I will
not challenge it. Instead, I will focus on understanding (12). Why is antisymmetry
unable to distinguish a term from its copy?

3 Multidominance

A simple way of explaining why a term and its copy are the same thing for an-
tisymmetry is that they are the same thing. Rather than modeling movement as
an operation that creates a copy of a term and puts that term in an additional
position, we could model movement as an operation that puts one term in two
positions. This is a thesis that Engdahl (1980), Starke (2001), de Vries (2007), Gart-
ner (2002), among others, have suggested.

An immediate problem with this view, though, is that it leads to the expecta-
tion that the denotation a phrase has will be the same in both of the positions
movement relates it to. Consider, for instance, a way of representing this thesis
that allows one term to have two positions in a phrase marker. That would give
Figure 7.2 the representation in Figure 7.3.

There is evidence that the semantics of constituent questions of this kind must
be able to involve a binder/variable relation. In principle, we want phrasal move-
ment to be able to cause a moved phrase to bind a variable in the position it moves
from. The representation in Figure 7.3 makes that possibility obscure. The single
phrase, which flower, would not seem to be able to simultaneously have the mean-
ing of a variable and the meaning of the term that binds that variable.* We want
to define “copy of” so that it gives the equivalent of Figure 7.3 for antisymmetry,
but not for the meanings involved.

In Johnson 2012, I argue that the solution to this dilemma comes from recog-
nizing that there can be material in the higher position that is not part of the term
that has moved. If we represent this additional material with “Q,” then Figure 7.3
can be replaced by Figure 7.4.

Depending on the kind of semantic relation involved, we can credit the deno-
tation of Q° with being responsible for creating a binder out of the higher phrase.
See Johnson 2012 for details. I will assume that movement is an operation that
puts one term in two positions, but that it does so always in a way parallel to
Figure 7.4. The moved item is part of a larger term in the higher position.

“But see Engdahl (1986) for a method.
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CP
CPt
/\
CO
/\
DP+
‘ /\
DY+ TO
| |
she should V0 DP

| PN

bring DO NP

which  NO
|

flower

Figure 7.3: Remerge structure

Adopting this view requires a recasting of Nunes’ method of deriving terse-
ness. We cannot rely on an operation like chain reduction to fix the violations
of antisymmetry that movement will create as it will overshoot. To see this, con-
sider how (10) will apply to Figure 7.4; it produces the linearization in (18).

(X°D%  (XONPYy  (XON®)Y  (xpC%  (xXP.CY)
(XP,TP) (XP,DP) (XP,DO ) (XP,TO) (XP,VP)
(XPVv%  (C'DPt) (C'DO%4)  (COvpy  (C°VO)
(18) a L={(C°DpP) (C°D%  (CONP) (C'N®)  (DP+T?)
(DP+VP) (DP+V%) (DP+.DP) (DP+.D°) (DP+NP)
(DP+,N%  (T°V0) (T°DPy  (T°D%  (TONP)
(TON®)  (vOD%  (VONP)  (VON®) (D, N°) )
Q <which  which < flower  flower < she she < should  should < bring
Q < flower  which < she flower < should ~ she < bring should < which
b. {Q <she which < should  flower < bring ~ she < which  should < flower

Q <should  which < bring  flower < which  she < flower  bring < which
Q < bring which < which  flower < flower bring < flower

2's

= Q which flower should she bring which flower
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CP
Cpt XP
/\
CO TP XO
DP¥ TP+ Q
| T
DO+ T° VP
| |
she should 9 DP

| N

bring p° NP

which  N?
|

flower

Figure 7.4: Parallel Merge structure

There are numerous violations of antisymmetry in (18b) (e.g., which<bring and
bring<which) as well as the arguably anomalous which<which and flower<flower.
For chain reduction to remove these violations, it would have to apply to either
d(XP) or d(DP). If it applies to d(DP), (18) will lose all ordered pairs that have
either which or flower in them, producing a linearization that is equivalent to (19).

(19) Q she should bring

If movement puts one thing in two places, thereby explaining (12), then some-
thing must replace chain reduction in Nunes’ explanation for terseness.

A minimal modification of Nunes’ system would be to allow the pairs that go
into L to be partial in a way that mimics chain reduction. Rather than removing
ordering statements that produce a violation of antisymmetry, we can allow the
linearization to avoid introducing them to begin with. (10) becomes (20).

(20) a. Let L be a set of pairs of heads and maximal projections, (A, B), in a
p proj
phrase marker P such that A asymmetrically c-commands B.
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b. The linearization of P is the union of d(A) < d(B) for every ordered
pair in L.

Unlike (10a), which required that L contain (A, B) for every A that asym-
metrically c-commands B, (20a) allows L to contain a proper subset of such or-
dered pairs: all it requires is that L contain (A, B) only if A asymmetrically c-
commands B. (20) allows partial orderings, and so it will have to be coupled with
something that ensures that every word in a syntactic representation end up in
the linearization. This can be achieved by adopting another of Kayne’s (1994)’s
well-formedness conditions:

(21) Totality
If a and b are words in P, then either a < b or b < a must be in the lineariza-
tion of P.

(20) will allow for the English linearization of Figure 7.4 — in (22) — and totality
will prevent incomplete outcomes like (19).

X% D% (X0 N% (D°NO)y  (XPC) (XP,DPt)
(22) a L={XPT% (XPV®)  (C°DP+) (C°1% (C° VO

(DPT%) (DP+V®) (T°V)

Q <which  which < flower  flower < she she < should  should < bring

Q < flower  which < she flower < should  she < bring

b. {Q<she which < should  flower < bring
Q <should  which < bring
Q < bring
= Q which flower she should bring

Moreover, (20) will also correctly block (14b) and (14c), in which which and
flower are linearized in non-contiguous positions. This is because for totality to
be satisfied, XP must be in L. Only if XP is in L will Q get linearized with all the
words that are not in XP. But once XP is in L, all of the words in XP (i.e., Q, which
and flower) will be linearized in the same way to every word not in XP. A feature
of (20) is that it enforces contiguity on any phrase that enters L.’

(23) Contiguity
A linearization is contiguous if for every phrase, XP, in L, if b ¢ d(XP), then
b <aora <bforevery a € d(XP).

There is a very close resemblance between contiguity and the central condition in Lisa Selkirk’s
(2011) match theory, which requires that phrases map onto prosodic units that contain every
word within them. A tantalizing prospect is to reduce contiguity to this condition on the syn-
tax/prosody mapping.
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An interesting feature of movement is that it creates structures which violate
a stronger form of contiguity, one that holds of every phrase in a structure, not
just those used to form a linearization. This stronger form of contiguity is quite
widely honored by linearization; we should have an account for why it is relaxed
just for movement structures. (20) takes a step towards doing this by letting con-
tiguity hold not of the entire phrase marker, but of the subset of phrases chosen
from that phrase marker to base a linearization on. Totality forces this subset to
be sufficiently representative, spreading contiguity among the non-moved parts
of the phrase marker. The moved parts of a phrase marker are allowed to violate
contiguity because there is a way of satisfying totality without considering all
the positions they are in.

Unfortunately, this feature of (20) prevents any other linearization of
Figure 7.4, including the one Nunes’ theory countenanced in (24).

(24)  Q she should bring which flower

In general, if phrasal movement creates a structure in which, like Figure 7.4,
the moved phrase is part of a larger phrase in the higher position, then (20) will
not allow covert movement.

What this section shows is that it’s possible to preserve much of the lineariza-
tion algorithm that Nunes uses to explain terseness, while giving a natural and
simple explanation for why antisymmetry should treat a moved term as if it’s
one thing in two positions. Kayne called his linearization algorithm the linear
correspondence axiom, or LCA. Let’s know this modified version of his algorithm
as the multidominant-friendly linear correspondence axiom, or MLCA.

(25) MLCA

a. Let L of P consist of pairs of minimal and maximal projections, (A, B),
where A asymmetrically c-commands B in P.

b. A linearization of P is the union of d(A) < d(B) for every (A, B) in L
of P.

c. d(@) =ger all the words dominated by a.

(26) Antisymmetry
A linearization of P cannot contain botha < b and b < a.

(27) Totality
A linearization of P must contain a < b or b < a for every pair of words
a,binP.
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The MLCA has properties which should be regarded as features. Some of them
are (28).

(28) MLCA Features
a. Preserves the goal of Kayne’s LCA, i.e. the generalization in (4).
b. Enforces contiguity on a moved phrase (i.e., blocks 14b—c).
c. Derives terseness.

d. Produces linearizations corresponding to overt movement.

It also has a property that could be regarded a bug. If movement has the prop-
erties I argued for (Johnson 2012), then it will not allow for a linearization that
corresponds to covert movement. I regard that as a bug, and so I will offer an
alternative linearization scheme in the next section.

4 Paths

If a structure like Figure 7.4 is to be able to linearize into covert movement, i.e.
a string in which which flower follows bring, then it will be necessary to allow
Q and which flower to end up non-contiguous. This means that the linearization
algorithm cannot prevent Q from getting into the linearization unless everything
else in d(XP) gets ordered the same way to the things that XP asymmetrically c-
commands. We must let Q get into the linearization without using XP’s position
to do so. I cannot see a way of doing that which preserves Kayne’s program, so I
will abandon (4) as a goal of the linearization scheme.® What shouldn’t be aban-
doned, though, is contiguity which seems to be a general truth about how syntac-
tic structures map onto strings. If movement employs multidominant representa-
tions, contiguity must be relaxed, but only just where multidominance arises. So
my goal will be to devise a linearization algorithm which preserves contiguity in
all those cases where multidominance (aka movement) doesn’t arise and explain
why it selectively permits violations where multidominance does arise.

Contiguity is typically conceived of as a relationship between dominance rela-
tions and contiguous strings and this is how I've stated it in (23). It enforces the
law in (29).

(29) If words ay,...,a, are dominated by a phrase XP (= d(XP)), then ay, ..., a,
will form a contiguous substring in the linearization.

See Abels & Neeleman 2012 for another direction to pursue.
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For standard phrase markers that don’t have multidominance in them, an
equally valid way of stating the law that contiguity enforces is (30).

(30) If phrase XP; dominates phrase XP,, then the words in XP, (i.e., d(XP,))
will form a contiguous substring of the string formed by the words in XP;
(i-e., d(XPy)).

Indeed, the transitive closure of (30) holds for phrase markers that obey conti-
guity and don’t contain multidominance.

(31) Let p = (XP;,XPs,...,XP,) be a series of phrases such that every XP; in p
is dominated by every XP,; in p. For every p in a phrase marker, d(XP;)
must be a contiguous substring of d(XP;;) for every XP in p.

(NB: “dominance” and “substring” are reflexive.)

I will call a series of phrases that form a p, a path.

Interestingly, (31) isn’t obeyed in a phrase-marker that allows for multidom-
inant representations. To see this, consider Figure 7.5 and the linearization of
Figure 7.5 that corresponds to overt movement, in (32).

(32) Owvert movement linearization:

Q which flower she should bring here
Two paths that contain DP and NP in Figure 7.5 are (33).

(33) a. Paths for NP:
i. (NP,DPVP+VP.TP+TP,CP+,CP)
ii. (NP,DP,XP,CP)
b. Paths for DP:
i. (DPVP+,VP,TP+TP,CP+,CP)
ii. (DP,XP,CP)

(32) makes (33a-1) and (33b-i) violate (31); neither flower (=d(NP)) nor which
flower (=d(DP)) are contiguous substrings of d(TP) (=she should bring which flower
here), d(TPY) (=should bring which flower here), d(VP) (=bring which flower here)
or d(VPt) (=bring which flower). If contiguity were to be expressed in a way that
derives (31), then only covert movement operations would be permitted. That’s
not a desirable outcome. Notice, however, that if the paths in (33a-i) and (33b-i)
are ignored, the linearization in (32) doesn’t violate (31). Conversely, the paths in
(33a-ii) and (33b-ii) violate (31) if the linearization is (34).
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CpP
/\
CP+
T~
0 TP
/\
DP+
/\
Do T°
s}‘le sho‘uld

VO DP PO

| N

bring Do NP  here

which  N©
|

flower

Figure 7.5: Wh-movement structure

(34) Q she should bring which flower here

Under this linearization, neither d(NP) (=flower) nor d(DP) (=which flower) are
contiguous substrings of d(XP) (=Q which flower). This linearization doesn’t vio-
late (31), however, if the paths in (33a-ii) and (33b-ii) are ignored. Paths give us a
way, then, of linearizing a phrase that is in two positions in either one of those
positions. We can use paths to make movement overt or covert.

The linearization algorithm I will propose is based on paths. As we’ve seen,
framing contiguity in terms of paths in the way that (31) does leaves its effects
unchanged for phrase markers that don’t have multidominance in them, but has
useful effects in situations where multidominance arises. The role that asymmet-
ric c-commanding phrases have in the MLCA will be taken up by paths in my
algorithm. Words will get into a linearization by virtue of the paths they have,
and so I will state totality in terms of paths too. This will also allow a phrase
marker that has multidominance, and therefore more than one path for a word
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or group of words, to satisfy totality by choosing just one of those paths. Finally,
because the formalism for representing linearizations is a set of ordered pairs, (31)
will have to be expressed in a way that references those ordered pairs rather than
the strings they correspond to. Here, then, is a system that does those things.’

(35) Path correspondence axiom (PCA)

a. Let p(w)=(XPy, XP,,..., XP})), a path, be the set of phrases that dominate
w, aword, and include the root phrase such that every XP; is dominated
by every XP,;.

b. II(P) is a set of paths formed from the words in P.

c. d(XP) is the set of ws such that XP is in p(w). d(w) is w.

d. If p, a path, is in II, then for every XP € p, eithera < borb < aisin
the linearization, for all a € d(XP) and b € d(f), f XP’s sister.

e. Totality
For every w in P, II(P) must contain p(w).

Totality requires that every word in a sentence be associated with a path that
is used to linearize it. The sum of these paths is II. For each of these paths, (35d)
then introduces contiguity-preserving ordered pairs into the linearization. (35d)
doesn’t make the language particular correct choices — that must come from a
part of the linearization scheme that fixes the choices among the cross-linguistic
word-orders — but it limits those choices to just ones that satisfy contiguity.

We'll look at two case studies to see how the PCA does its job. Consider first
a vanilla phrase-marker with no multidominance.

(36) TP

N

DP TP+

| N

D° T VP

| | |
she should 9

protest

For each of the words in (36), there is only one path. Consequently, the smallest
I1 that satisfies totality is (37).

"Note that the PCA does not need antisymmetry to derive terseness. It follows from the part of
the PCA that enforces contiguity. Indeed, it could be that the PCA derives antisymmetry.
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(37) a. p(she)={DP, TP}
b. p(should) = {TP+, TP}

c. p(protest) = {VP, TP+, TP}

From these paths, we can calculate d, which relates phrases to the words that
are linearized by (35d). The d of a phrase are all the words that contain that phrase
in its path.

(38) a. d(TP) ={she, should, protest}
b. d(DP) = {she}
c. d(TP¥) = {should, protest}

(

d. d(VP) = {protest}

(35d) requires that each of the sets in (38) map onto a contiguous substring in
the linearization. For instance, for (35d) to hold of TP+, all of the words in d(TP+)
(i-e., should and protest) must be ordered in the same way to the words in TP{’s
sister: d(DP) (i.e., she). Every phrase that is in some word’s path will be subject
to this requirement, and so every word will be part of a series of phrases that are
contiguous, each larger phrase in that path mapping onto a larger contiguous
superstring containing that word.

The PCA therefore allows for the linearizations of Figure 7.5 in (39).

(39) a. she should protest
b. should protest she
c. she protest should
d. protest should she

This is probably more possibilities than should be allowed — (39d) is a suffi-
ciently rare way for a language to linearize this structure that we might want to
block it — but it comes close to what’s cross-linguistically available. I will assume
that the language particular choices narrow this set down to the particular out-
comes appropriate for any particular language. English (a head initial, Specifier
initial language) chooses (39a).

The second case study is shown in Figure 7.6. As we’ve seen, which and flower
have two paths in Figure 7.6, and so the largest II contains them both:

(40) a. p(which) = {DP, VP, VP, TP+, TP, CP+, CP}
b. p(which) = {DP, XP, CP}
c. p(flower) = {NP, DP, VP+, VP, TP+, TP, CP+, CP}
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CP
CPY XP
/\
o TP
DPY
| T
D% T°
| |
she should PP
Vo0 DP po
| N |
bring D° NP  here
| |
which  N?O
|
flower

Figure 7.6: Wh-movement structured (repeated from Figure 7.5)

p(flower) = {NP, DP, XP, CP}

p(bring) = {VP+, VP, TP+, TP, CP+, CP}
p(here) = {PP, VP, TP+, TP, CP+, CP}
p(should) = {TP%, TP, CP+, CP}

p(she) = {DP+, TP, CP+, CP}

p(Q) = XP, CP)

The values for d are:

S L

—-

(41) a. d(CP) = {she, should, bring, here, Q, which, flower}
b. d(XP) ={Q, which, flower}

d(CP+) = {she, should, bring, here, which, flower}
d(TP) = {she, should, bring, here, which, flower}

e. d(DP¥) = {she}

e

o
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d(TP+) = {should, bring, here, which, flower}
d(VP) = {bring, here, which, flower}
d(VP¥) = {bring, which, flower}
d(DP) = {which, flower}
j. d(NP) = {flower}

R ]

-

(35d) prevents almost all linearizations of (40). It allows a linearization for this
IT only under very narrow circumstances: when the language’s word order set-
tings would allow the multidominant phrase to be simultaneously contiguous
to the sisters it has in both of its positions. Because of (41b), (35d) requires the
linearization to have a contiguous string made from Q, which and flower. But be-
cause of (41g) and (41h), it also requires contiguous substrings made from {bring,
which, flower} and {bring, which, flower, here}, which means the linearization must
have one of the strings in (42) in it.

(42) a. 1i. bring which flower here
ii. bring flower which here

b. i here bring which flower

ii. here bring flower which

c. i which flower bring here

ii. flower which bring here

The strings in (42a) can’t coexist in a linearization that also puts Q contiguous
with {which, flower}. The strings in (42b) and (42c) can if nothing in larger phrases
separates Q. For instance, the strings in (43) would satisfy (35d).

(43) a. Q which flower bring here should she
b. she should here bring which flower Q

I don’t know of such a case, but I don’t know of any harm in letting in this pos-
sibility. In general, though, (40) is too large to have a viable outcome. A smaller
IT will have to be chosen.

There are four other IIs that satisfy totality. They all give to which and flower
just one path. One such II chooses paths for which and flower that go through
XP; another chooses paths for which and flower that go through VP instead. The
first of these is (44) and the second (45).

(44) a. p(which) = {DP, XP, CP}
b. p(flower) = {NP, DP, XP, CP}
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&~ 0

(45)

T @® w0

- 0 0

g.

p(bring) = {VP¥, VP, TP+, TP, CP+, CP}

p(here) = {PP, VP, TP+, TP, CP+, CP}

p(should) = {TP+, TP, CP+, CP}

p(she) = {DP+, TP, CP+, CP}

p(0) = {XP, CP}

p(which) = {DP, VP+, VP, TP+, TP, CP+, CP}

p(flower) = {NP, DP, VP+, VP, TP+, TP, CP+, CP}
p(bring) = {VP+, VP, TP+, TP, CP+, CP}

here) = {PP, VP, TP+, TP, CP+, CP}

should) = {TP¥, TP, CP¥, CP}

she) = {DP+, TP, CP+, CP}

o
(
p(sh
p(Q) = {XP, CP}

The ds for (44) are in (46), and they correspond to the string in (47) in a head-
initial and Specifier-initial language like English.

(46)

&~ 0

5@ o0

—-

j-

o

d(CP) = {she, should, bring, here, Q, which, flower}
d(XP) = {Q, which, flower}

d(CP+) = {she, should, bring, here}

d(TP) = {she, should, bring, here}

d(DP¥) = {she}

d(TP+) = {should, bring, here}

d(VP) = {bring, here}

d(VP¥) = {bring}

d(DP) = {which, flower}

d(NP) = {flower}

(47) Q which flower she should bring here

The ds for (45) are in (48), and they correspond to the string in (49), in a head-
initial, Specifier-initial language.

(48)

&~ 0
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d(CP) = {she, should, bring, here, Q, which, flower}
d(XP) = {0}

d(CP+) = {she, should, bring, here, which, flower}
d(TP) = {she, should, bring, here, which, flower}
d(DP¥) = {she}
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d(TP+) = {should, bring, here, which, flower}
d(VP) = {bring, here, which, flower}
d(VP¥) = {bring, which, flower}
d(D ) {which, flower}

= {flower}

49) O she should bring which flower

These are the desired outcomes; they correspond to the overt and covert move-

ment possibilities.

The remaining two IIs that satisfy totality give to which and flower divergent
paths. They are both blocked by the PCA. To see how, consider (50), where flower
is given a path through XP and which is given a path through VP7.

(50)

IS

g0

p(which) = {DP, VP+, VP, TP+, TP, CP+, CP}
p(flower) = {NP, DP, XP, CP}

p(bring) = {VP+, VP, TP+, TP, CP+, CP}
p(here) = {PP, VP, TP+, TP, CP+, CP}
p(should) = {TP+, TP, CP+, CP}
p(she) = {DP+, TP, CP+, CP}
p(Q) = {XP, CP}

The ds for (50) are (51).

(51)

ISR

-

i.

g0

=

d(CP) = {she, should, bring, here, Q, which, flower}
d(XP) ={Q, flower}

d(CP+) = {she, should, bring, here, which}
(TP) = {she, should, bring, here, which}
d(DPT) = {she}
d(TP+) = {should, bring, here, which}
(

(

(

d(

QU

d(VP) = {bring, here, which}

d(VP¥) = {bring, which}

d(DP) = {which, flower}
NP) = {flower}

d(VPT) and d(VP) together require that the linearization produce the string
bring which here (once English-specific choices are made). But d(DP) requires
that the linearization also produce the string which flower. There is no way of
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linearizing these words that preserves these two requirements. Exactly the same
incompatibility arises if the path for flower goes through VP+ and the path for
which goes through XP — the other way of choosing divergent paths for these
words. The reason these choices lead to a conflict is because all choices of paths
for which and flower will contain DP, and (35d) will consequently require which
and flower to be contiguous. This is how this system prevents the words in a
moved phrase from getting linearized in different positions.

The PCA, then, allows for both overt and covert movement and, like the MLCA,
explains why multidominant structures allow for selective relaxation of contigu-
ity. It makes contiguity, rather than asymmetric c-command, the driving force
behind a linearization. The formalization of contiguity involved enforces a par-
ticular kind of “nesting” condition on entire phrase markers. It allows multidom-
inance in just those cases where that nesting condition can be satisfied for every
word in the phrase marker without considering the complete structure of the
sentence.

5 Summary

What I've shown here is a way of completing Nunes’ method of deriving terse-
ness that involves defining the “copy of a” as “giving a an addition position in
the phrase marker” Traditional linearization schemes have stood in the way of
such a move. I've offered two new linearization algorithms that don’t, each with
slightly different empirical footprints.

Abbreviations

LCA  linear correspondence axiom linear correspondence axiom
MLCA multidominant-friendly PCA  Path correspondence axiom
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Chapter 8

Rethinking the reach of categorical
constraints: The final-over-final
constraint and combinatorial variability

Neil Myler

Boston University

This squib argues that categorical rules and constraints of the sort traditionally
found in generative syntax can, in principle, make interesting and testable quan-
titative predictions about surface frequencies in language use, despite occasional
claims to the contrary. Specifically, the final-over-final constraint (FOFC, Biberauer
et al. 2014; 2009; Holmberg 2000; Walkden 2009; many others) is predicted to exert
a specific influence on the likelihood of OV vs. VO word order in the language use
of a speaker that allows both, given a COMBINATORIAL VARIABILITY approach to
intra-speaker syntactic variation (Adger 2006 et seq.).

1 Introduction

Generative linguistics has traditionally employed categorical rules and
constraints in its quest to understand the properties of the syntax of particular
languages and the properties of the syntactic component of the language faculty
more generally. For this reason, its theoretical postulates have often been taken
to be either irrelevant to or at odds with the inherent variability of language use
(see Guy 2005; Newmeyer 2005; inter alia).

In this squib, I will argue that categorical constraints can, in fact, make inter-
esting and testable quantitative predictions about surface frequencies, given a
certain theory of how intra-speaker syntactic variation is to be modeled. More

Neil Myler. 2020. Rethinking the reach of categorical constraints: The final-over-final

constraint and combinatorial variability. In Andras Barany, Theresa Biberauer, Jamie

Douglas & Sten Vikner (eds.), Syntactic architecture and its consequences II: Between
I syntax and morphology, 137-147. Berlin: Language Science Press.
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specifically, I will show that the final-over-final constraint' (FOFC - Biberauer
et al. 2014; 2009; Holmberg 2000; Walkden 2009, many others) should exert a
specific influence on the likelihood of OV vs. VO word order in the language
use of a speaker that allows both, given a combinatorial variability approach to
intra-speaker syntactic variation (Adger 2006 et seq.).

The squib is structured as follows. In §2, I introduce the combinatorial variabil-
ity approach, showing how it might be used to generate predictions concerning
the expected baseline surface frequencies of OV vs. VO order in the speech of
Quechua-Spanish bilinguals, focusing on DP complements and the head-direc-
tionality of VP and TP. In §3, I introduce FOFC and demonstrate that the surface
frequencies predicted by the combinatorial variability approach change if FOFC
is held to be valid. In §4, I outline the prospects and challenges for testing these
predictions in a sociolinguistic study of actual Quechua-Spanish bilinguals in
Cochabamba, Bolivia. §5 is a brief conclusion.

2 Quechua-Spanish contact and combinatorial variability

To make the discussion of combinatorial variability more concrete, I will frame
this section around the specific example of language contact between speakers
of Quechua and Spanish. Speakers of these two languages are in contact in Peru,
Bolivia, Ecuador, parts of Colombia, and parts of northern Chile and northern
Argentina. Many Quechua speakers in these places are bilingual in Spanish. As
is well-known, Quechua and Spanish are almost typological opposites in terms
of their basic word order. Quechua is predominantly head-final, as shown in the
example from Cochabamba Quechua (a Bolivian variety) in (1). Spanish, on the
other hand, is a head-initial language, as shown in (2).

(1) Cochabamba Quechua
Kay runa Cochabamba-man ri-q ka-rqa.
This man Cochabamba-to  go-NMLZ be-psT

“This man used to go to Cochabamba’
(2) Spanish

Este hombre ha ido a Cochabamba.

Thisman  has gone to Cochabamba

‘This man has gone to Cochabamba’

"Note that FOFC is referred to as the final-over-final condition/constraint in some more recent
work, including Sheehan et al. (2017).
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8 Rethinking the reach of categorical constraints

Pre-theoretically, one might expect contact between Quechua speakers and
Spanish speakers to give rise to mutual influence on word order, such that head-
initial orders increase in Quechua usage, and/or head-final ones increase in Span-
ish usage, depending on the degree of bilingualism of the speaker, attitudes to-
wards each language, and so on. Indeed, such has been reported in the literature
on Andean Spanish (e.g., Muntendam 2008; Muysken 1984; Sanchez 2003) and
in studies of the influence of Spanish on Quechua (Camacho 1999; Hintz 2009;
Sanchez 2003, 2012). Let us now turn to the combinatorial variability approach,
and how it might analyze such variation.

Comparative syntax research within the Minimalist program has pursued the
idea that syntactic variation across languages/dialects should be analyzed only in
terms of variation in the featural needs of functional items (the so-called Borer-
Chomsky conjecture, as it is dubbed by Baker 2008; see Borer 1984; Chomsky
1995). This presents a generativist pathway to orderly heterogeneity in the sense
of Weinreich et al. (1968): Suppose that an individual’s lexicon contains function
morphemes with the same categorial feature and the same contribution to truth
conditions (and thus roughly the same distribution), but which differ in one or
more of their morphosyntactic features. Then, the choice of one or the other lex-
ical item in a derivation will result in somewhat different outputs, but with no
difference in meaning. Thus, there will be an appearance of syntactic optional-
ity, but in reality the only optionality is in lexical choice: once particular lexical
items have been chosen, the syntactic derivation is fully determined. This is the
essence of Adger’s (2006 et seq.) proposed reconciliation of Minimalist syntax
with sociolinguistic variation.

As Adger (2006) points out, it is possible to calculate quantitative predictions
about variability which arise from the combinatorics of the relevant syntactic el-
ements (hence the name combinatorial variability for the overall approach). Take
lexical items A, B, and C; all with identical truth-conditional meaning but with
distinct syntactic features. A and B, when chosen, give rise to a series of deriva-
tional steps S;. C, on the other hand, differs in some aspect of its feature content
from A and B, and thus gives rise to a distinct derivation S,, whose output differs
on the surface from S;. This will give the appearance of syntactic variability. All
else held equal, a prediction is made about the nature of that variability. Since
two out of a possible three lexical choices give rise to S;, but only one choice
yields S,, the prediction is that the output corresponding to S; should appear in
usage two thirds of the time, and the output of S, should appear one third of the

time.?

*This follows only if no other factors favor A, B, or C over the others, so that the choice is
determined by chance. In actual use, of course, the probability distribution predicted by purely
syntactic combinatorics will be modulated by sets of factors influencing lexical choice itself,
including sociolinguistic factors. I return to this issue below.
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Returning to our example from Quechua—Spanish contact, we will now ex-
amine the baseline frequencies of OV and VO word order that a combinatorial
variability approach would predict. First, we need an inventory of the syntactic
microparameters that are relevant to analyzing word-order differences between
the two languages.

The first is HEAD-DIRECTIONALITY OF THE VP.® In Spanish, the head of VP is
on the left (this value will be denoted “L” for short). In Quechua, the head of the
VP is on the right (“R” for short).

The second parameter is HEAD-DIRECTIONALITY OF THE TP. This parameter, of
course, is directly analogous to the first. Spanish T is on the left, and Quechua
T is on the right. This parameter has a direct influence on where the verb sur-
faces relative to its complement, because T in these languages attracts the verb
(i.e., there is V-to-T movement). V-to-T movement is known to apply in Spanish
because of the placement of VP-peripheral adverbs relative to the verb and the
direct object (Pollock 1989; Zagona 2002).*

(3) Spanish
Juan abri6  cuidadosamente la puerta.
Juan opened carefully the door

‘TJuan carefully opened the door’

TP
/\
DP T/
N T
Juan T VP
VAN T
v T AdvP VP
abrié /\

cuidadosamente = ¥ DP
brig i

la puerta

*For simplicity I will assume the traditional head parameter in the ensuing discussion, but noth-
ing I have to say is incompatible with an antisymmetric approach to the relationship between
structure and linearization (see Kayne 1994). Since Kayne’s linear correspondence axiom is a
key component of many existing approaches to deriving FOFC, this is good news.

T assume here that T is the relevant landing site in all cases, but this is certainly an oversimpli-
fication. See Schifano (2015; 2018) for evidence that considerably more granularity is needed,
with verb movement targeting different positions in the Cinquean extended IP (Cinque 1999 et
seq.) in different languages. This does not affect the main point here, so long as verb movement
is to a landing site higher in the structure than the final position of the direct object. Thanks
to an anonymous reviewer for raising this issue.
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It is much more difficult to ascertain whether or not there is V-to-T movement
in Quechua, since both VP and TP are head-final in that language, and this makes
it impossible to check whether the verb “crosses over” adverbs at the edge of
VP. The empirical evidence we have to hand is therefore compatible with V-to-T
movement being present or absent in Quechua. However, there is one typological
consideration which weighs in favor of assuming that Quechua does have V-to-
T movement. The syntactic literature has found that VO languages with rich
agreement inflection on the finite verb always have V-to-T movement (Kosmeijer
1986; Pollock 1989; see Koeneman & Zeijlstra 2012 for a recent reaffirmation of
this correlation). Since Quechua has extremely rich agreement inflection on its
finite verbs, we may assume it has V-to-T movement also.’

To see why this matters for surface word-order, consider the case of a deriva-
tion in which VP-headedness has the Quechua “R” value, but TP-headedness has
the Spanish “L” value. In such a case, the surface word order will be VO in spite
of the fact that the structure is “underlyingly” OV, because of V-to-T movement.

(4) V-to-T movement obscures head-finality of VP

TP

/\

DP T

Juan T VP

A/\

v T AdvP VP
abri6 /\
cuidadosamente DP Y2
et

la puerta

Given these basic assumptions about clause structure and the points of para-
metric variation which differentiate Spanish and Quechua, we can now ask about
the predictions of combinatorial variability for the baseline frequencies of OV vs.
VO order.

’ An anonymous reviewer points out that there remain a number of potential problems for this
conclusion (referring to Vikner 2005; Han et al. 2007; 2016). This must be borne in mind, be-
cause if it turns out that Quechua lacks V-to-T, then another test-bed for the quantitative pre-
dictions of FOFC would need to be found. The broader point of this squib, that such predictions
are formulable and testable in principle, stands regardless.
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Let us assume that a bilingual speaker is able to represent syntactic objects
from each language in much the same way as a monolingual speaker. That is, a
bilingual speaker has access to a left-headed VP structure much as a monolingual
Spanish speaker does, and also has access to a right-headed VP structure in the
same way that a monolingual Quechua speaker does. Similarly, the bilingual’s
functional lexicon will contain a lexical item T which takes its complement to
its right, Spanish-style, and another lexical item T which takes its complement
to the left, Quechua-style, and so on for other syntactic objects. Of course, in
making utterances, bilingual speakers will have to make a choice between these
options. It turns out that the different parameter settings discussed above, simply
through the nature of their logically possible combinations, give rise to quanti-
tative predictions about what the baseline frequencies of these different choices
should be.

For the purposes of simplicity, I will concentrate on DP direct objects only.
The calculations below would have to be somewhat different for QP and CP
complements. In the case of QPs, the fact that Quechua allows overt scrambling
for scope would somewhat increase the chance of OV order surfacing, relative
to non-quantificational DPs. For CPs, the possibility of clausal extraposition in
both languages would boost the predicted baseline frequency of VO order.

There are 2 * 2 = 4 possible combinations of parameter settings relevant here,
shown below.

(5) Combinations of parameter settings: DPs

Combination A OQutput: VO Combination B Output: OV

Parameter Setting Parameter Setting
VP-headedness L VP-headedness R
TP-headedness L TP-headedness R

Combination C  Output: VO Combination D  Output: OV

Parameter Setting Parameter Setting
VP-headedness R VP-headedness L
TP-headedness L TP-headedness R

Hence, the logically possible combinations predict a 50/50 split between VO
orders and OV orders for DPs.
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(6) VO vs. OV order with DP complements
VO = 2/4 outputs = 50%
OV = 2/4 outputs = 50%

3 Bringing in the final-over-final constraint (FOFC)

The final-over-final constraint of Biberauer et al. (2014: 171) has an interesting
effect on this calculation.

(7)  The final-over-final constraint (FOFC)
A head-final phrase aP cannot dominate a head-initial phrase fP, where
a and P are heads in the same extended projection.

This constraint will, of course, make the categorical prediction that V-O-Aux
orders will be absent from compound tenses in the Spanish and the Quechua of
bilinguals. In addition, however, FOFC has a quantitative effect. In particular, it
rules out combination D in (5), because that combination involves a head-final
TP dominating a head-initial VP. In terms of the predicted baseline surface fre-
quencies, we thus obtain the following results instead of the ones we saw in (6):

(8) VO vs. OV order with DP complements (if FOFC is valid)
VO = 2/3 outputs = 67%
OV =1/3 outputs = 33%

This is an exciting finding, because it shows that categorical constraints can
give rise to stochastic effects, meaning that such constraints are of potential rele-
vance to variationist work after all. This result emerges from the fact that combi-
natorial variability derives quantitative predictions by looking at the interaction
of different parameter settings, and universal constraints like FOFC take certain
combinations of parameter settings out of the picture. Another intriguing conse-
quence of this result is that it becomes possible, in principle, to use variationist
data to test the predictions of such universal constraints. Since the baseline fre-
quencies predicted are different if FOFC holds than they are if it does not, in
principle it becomes possible to test FOFC by seeing how the variationist data
pan out. In the next section, I examine the prospects for doing this.
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4 Testing the predictions: Prospects and challenges

It is clear what the signature of FOFC should be in quantitative data: because
FOFC bars one of the logically possible routes to OV word order, OV should be
less common than VO all else held equal if FOFC is valid. If FOFC is not valid,
then OV and VO should be equally frequent, all else held equal.

The challenge in testing predictions of this sort, of course, is that all else is
seldom equal, and a range of social factors that have been discussed in the so-
ciolinguistics literature will also influence the actual surface frequencies of the
orders. These must be controlled for or accommodated somehow if the signature
of FOFC is to be detected. Most obviously, although the literature reports mutual
influence between Spanish and Quechua word orders, it still might be the case
that speakers have some (presumably subconscious) sense that Quechua exhibits
more head-finality. If so, language mode would be expected to favor OV when
the speaker is talking in Quechua, and VO when the speaker is talking in Spanish.
Such an effect would be especially likely if the VO vs. OV difference turned out
to be a socially salient linguistic variable.

The issue of social salience raises the possibility that speakers might use OV vs.
VO order as a way of indexing particular identity categories, including attitudes
to Quechua and Spanish, orientation towards or away from indigenous culture,
and so on. Since exposure to standard Spanish will favor VO order, degree of
education is another factor to be considered. In addition, of course, degree of
bilingualism/proficiency in each language would be expected to be relevant.

Finally, there is a presupposition of the combinatorial variability approach
which itself has yet to be tested; namely, the idea that the probability that a
given variable will be used is determined by chance if no other factor intervenes.
This assumption is not unreasonable, but nor is it certain to be correct — we still
await an empirical demonstration that it is on the right track.

In an ongoing collaboration, the sociolinguist Daniel Erker and I have carried
out a pilot study involving demographic/attitudinal surveys, sociolinguistic in-
terviews, reading passage data, and grammaticality judgments on both Spanish
and Quechua as spoken in Cochabamba, Bolivia. The data set includes 19 speak-
ers: 4 monolingual Spanish speakers, and 15 Quechua-Spanish bilinguals. For
the bilinguals, we have interview data, reading passage data, and grammaticality
judgment data on both languages. The analysis of this data is still in progress. As
well as addressing a number of issues in the sociolinguistics of language contact,
we hope that a full version of this study (including monolingual Quechua speak-
ers, and many more speakers overall) will allow us to test the quantitative pre-
dictions of FOFC, and the predictions of the combinatorial variability approach
more generally.
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5 Conclusion

This squib has shown that categorical principles and constraints can make pre-
dictions about apparently non-categorical phenomena. Testing those predictions,
however, is a difficult and delicate task, one that is not yet within our reach from
a practical standpoint. Bringing it within our reach will require the collaboration
of formal linguists and sociolinguists.

Abbreviations

FOFC final-over-final NMLzZ nominalizer/nominalization
condition/constraint PST past
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Chapter 9

Rethinking restructuring

Gereon Miller
Leipzig University

An approach to restructuring with control verbs in German is developed in terms
of structure removal, based on an operation Remove that acts as a counterpart
to structure-building Merge. The analysis accounts for both monoclausal and bi-
clausal properties.

1 Introduction

Virtually all approaches to restructuring in infinitival constructions developed
over the last three decades postulate either uniformly monoclausal structures or
uniformly biclausal structures for the phenomenon; i.e., they do not actually rely
on a concept of syntactic restructuring. Against this background, the goal of the
present paper is to outline an approach to restructuring with control verbs in Ger-
man that radically departs from standard approaches in that it presupposes that
genuine syntactic restructuring does indeed exist, and can be held responsible
for conflicting pieces of evidence that suggest both a monoclausal and a biclausal
structure. This, in effect, implies a return to earlier transformational approaches
according to which an initial biclausal structure is eventually reduced to a mon-
oclausal structure. Arguably, the single main reason why these approaches were
at some point generally abandoned is that they depended on reanalysis rules
bringing about structure removal that were both unprincipled and unrestricted.
I would like to suggest that the situation is different in a derivational minimal-
ist approach where an elementary operation Remove (which removes structure)
suggests itself as a complete mirror image of the operation Merge (which builds
structure), and can be shown to be empirically motivated in areas unrelated to

Gereon Miiller. 2020. Rethinking restructuring. In Andras Barany, Theresa Biber-
auer, Jamie Douglas & Sten Vikner (eds.), Syntactic architecture and its consequences
I II: Between syntax and morphology, 149-190. Berlin: Language Science Press.
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restructuring. Thus, given that the goal of the present paper is that of “rethink-
ing restructuring”, this not only implies a reconsideration of current approaches
to restructuring, it also implies thinking of restructuring in terms of genuine
restructuring again.

I will proceed as follows. In §2, I present conflicting evidence for restructur-
ing with control verbs in German: there are arguments for a monoclausal ana-
lysis, and there are arguments for a biclausal analysis. In §3, I introduce a new
approach to structure removal based on the operation Remove, and show what
effects Remove can have for heads and phrases. §4 then shows how a Remove-
based approach to restructuring captures both the evidence for monoclausality
and the evidence for biclausality.

2 Restructuring

Abstracting away from some differences (e.g., with respect to the obligatoriness
of extraposition, on which cf. Biberauer et al. 2014), non-restructuring control
infinitives in German behave in crucial respects exactly like finite embedded
clauses and thus uniformly demand a biclausal analysis in terms of CP embed-
ding. In contrast, restructuring control infinitives in German exhibit both evi-
dence for monoclausality (i.e., for the absence of at least a CP shell, possibly also
of a TP or vP shell) and evidence for biclausality. Whether restructuring is pos-
sible or not needs to be marked as a lexical property with control verbs; if it is
possible, it is always optional with control verbs.! In the next two subsections, I
will first present some arguments for monoclausality, and then turn to arguments
for biclausality of restructuring control infinitives in German.

"Two remarks. First, as observed by Fanselow (1989; 1991), there is some variation among speak-

ers as to which (control) verbs count as (non-) restructuring predicates in German. As a ten-
dency, it would seem that there is a correlation with age: the younger the speaker, the more
verbs (s)he accepts as a restructuring predicate. Thus, some of the data classified as ungram-
matical in what follows because of a wrong lexical choice may actually be acceptable to some
speakers. This does not affect the generalization as such.

Second, whereas regular control verbs trigger restructuring optionally throughout, other
infinitive-embedding verbs (auxiliaries, modals, causative and perception verbs, and raising
verbs) trigger restructuring obligatorily. As a matter of fact, I am not aware of strong argu-
ments for biclausality with these latter classes, and I take it to be a plausible assumption that
smaller projections (than CP) are embedded with these non-control verb types to begin with.
This leaves open the question of whether they then qualify as purely functional elements (see
Wurmbrand 2001; 2004 on functional restructuring vs. lexical restructuring), or whether they
have full V status after all, just with complements of a smaller size. In what follows, I will gen-
erally disregard restructuring non-control verbs, except for a few cases where their different
behavior sheds some light on the analysis of control verbs.
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9 Rethinking restructuring

2.1 Arguments for monoclausality

There are several well-known arguments for monoclausality with restructuring
control verbs in German (see von Stechow & Sternefeld 1988; Grewendorf 1988;
Fanselow 1991; Bayer & Kornfilt 1994; Wurmbrand 2001, and Haider 2010, among
others).

2.1.1 Scrambling and unstressed pronoun fronting

First, as first observed by Ross (1967), scrambling is strictly clause-bound in Ger-
man; as shown in (1a), a CP boundary cannot be crossed by this operation. The
same goes for fronting of unstressed pronouns; cf. (1b). Note that embedded dass
clauses (as in 1a) and embedded verb-second clauses (as in 1b) uniformly block
these operations.?

(1) German

a. "dass den Fritz; keiner gesagt hat [cp dass wir  t; einladen
that the Fritz,.. no-oneyg,, said has that weyoy  invite
sollen ]
should

b. *dass die Maria  es; meinte [cp solle man  t; lesen ]
that the Mariaygy, itscc said should oney,, read

In contrast, control infinitives are transparent for scrambling and unstressed
pronoun fronting if they are embedded by a restructuring verb, as in (2a,b) (with
the subject control verb versuchen ‘try’ and the object control verb empfehlen
‘recommend’), but not if they are embedded by a non-restructuring verb, as in
(2¢,d) (with the object control verb auffordern ‘request’ and the subject control
verb leugnen ‘deny’).

(2) German
a. dass den Fritz; keiner [ t; zu kiissen ] versuchte
that the Fritz,.. no-oneygy to kiss tried

b. dassdie Maria  es; ihm  gestern [t;zulesen ]
that the Mariaygy, itycc himp,, yesterday to read
empfohlen  hat
recommended has

?Unstressed pronoun fronting is arguably a different movement type from scrambling since it is
obligatory (whereas scrambling is optional) and since it shows order-preservation properties
(whereas scrambling, almost by definition, does not); see Miiller (2001).
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Given that it is the presence of a CP projection that blocks non-clause bound
scrambling with finite clauses and non-restructuring infinitives, this suggests

C.

d.

* dass den Fritz; keiner die Maria  [cp t; zu kiissen ]
that the Fritz, . no-oneyg,, the Maria, . to kiss
aufforderte
requested

* dass die Maria  es; gestern [cp t; zu kennen ] geleugnet hat

that the Mariaygy itacc yesterday to know  denied

that restructuring infinitives lack such a projection.

2.1.2 Extraposition

Extraposition can affect CPs and PPs (plus, somewhat more marginally, DPs) in
German; the operation is subject to an upward boundedness constraint (see Ross
1967) according to which a clause boundary must not be crossed in the course of
rightward movement. The following examples show how CP extraposition and
PP extraposition are impossible across a CP boundary as it shows up with finite
clauses (cf. 3a) and infinitival complements of non-restructuring verbs (cf. 3b),

respectively (see Miiller 1995).3

©)

a.

b.

German

*[cp, Er denkt [cp, dass Antje [Dp, den Versuch  t3 ]

heyoy thinks that Antjeyoy the attempt,.c
aufgegeben hat ] [cp, weil  er sie nicht mehr  sieht ] [cp,
givenup  has because he her not anymore sees

mit fiinf Ballen zu jonglieren ]]
with five balls to juggle

* dass Karl [cp das Buch  t; zu kennen ] geleugnet hat [pp,

that Karlygy, the book,.. to know  denied has

iiber dieses Thema ]
about this  topic

%In (3a), CP, undergoes extraposition from within CP,; CP, is an adjunct clause modifying CP,
(not CP,). CP, thus indicates that CP; must have left the domain of CP;, and this violates the
upward boundedness constraint. (The presence of an adjunct in the CP, clause is necessary to
show that CP; has indeed been crossed by extraposition since finite clauses usually follow the
verb in German.) This issue does not arise with infinitivals in a pre-verbal position, as in (3b).
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9 Rethinking restructuring

Again, infinitival complements of restructuring verbs behave differently in
that CP and PP extraposition are possible in these contexts; see (4a,b). This can
then be taken to indicate that there is no CP boundary present.

(4) German
a. dass sie [das Buch  t; zulesen ] versucht hatte [cp, als  sie
that shey, the book,.. to read tried had when she
dort lebte ] [cp, das alle Preise ~ gewonnen hatte ]
there lived that all prizes,.. won had
b. dassihr  keiner [ das Buch  t; zulesen ] empfohlen  hat

that herp,; no-oney,, the book,.. to read recommended has
[pp, iiber dieses Thema ]
about this  topic

2.1.3 Multiple sluicing

In multiple sluicing contexts in German, more than one wh-phrase escapes dele-
tion (cf. Merchant 2001). The phenomenon is shown in (5a) (with elided material
crossed out); here the two wh-phrases are clause-mates. Next, (5b) shows that
simple sluicing can take place across a clause boundary.

(5) German
a. Irgendjemand hat irgendetwas geerbt, aber der Karl weifl nicht
someone has something inherited but the Karl knows not

mehr [cp wer; was, trty geerbt  hat |

more who what inherited has

b. Maria hat behauptet dass sie irgendetwas geerbt  hat aber Karl
Maria has claimed that she something inherited has but Karl
weil nicht mehr [cp was; Maria /- behauptet hat [cp tf dass sie
knows not more what Maria  claimed has that she

ity geerbt  hat ]]

inherited has

However, when the two strategies are combined, ungrammaticality arises:
Multiple sluicing is impossible when the two wh-phrases are separated by a
clause boundary; see (6).
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(6) German
*Irgendjemand hat behauptet, dass Maria irgendetwas geerbt  hat, aber
someone has claimed  that Maria something inherited has but

Karl weifl nicht mehr [p wer; was, t1 behauptet hat [cp dass Maria £
Karl knows not more who what claimed has that Maria

geerbt  hat ]|

inherited has

Finally, as noted by Sauerland (1999), whereas non-restructuring verbs do not
permit multiple sluicing (with one wh-phrase belonging to the matrix clause, and
the other one belonging to the embedded infinitive; see 7b), restructuring verbs
permit such multiple sluicing (see 7a).

(7) German

a.  Irgendjemand hat irgendetwas zu klauen versucht aber ich weif3
someone has something to steal tried  but I know
nicht [cp wer; was, t; [ ty zu Klauen | versueht hat |

not who what to steal tried has

b. ?*Irgendjemand hat irgendetwas zu klauen gezogert aber ich weif3

someone has something to steal hesitated but I know
nicht [cp wer; was; t; [cp to ztt Klaven | gezégert hat |
not who what to steal  hesitated has

As before, this suggests that the complements of non-restructuring verbs in-
volve biclausal structures (with an embedded CP), whereas restructuring verbs
optionally involve monoclausal structures (without an embedded CP). Depend-
ing on the exact nature of the analysis of multiple sluicing, this argument for
monoclausality may or may not be an instance of one of the arguments given
above. Thus, Sauerland (1999) assumes that multiple sluicing in German involves
a combination of simple wh-movement affecting one wh-phrase, and scrambling
affecting the other one(s), which would make the multiple sluicing case an in-
stance of the scrambling case, as discussed in §2.1.1. In contrast, Lasnik (2014)
argues that multiple sluicing (in English) involves a combination of simple wh-
movement and extraposition; adopting this analysis for German would imply
that it is an instance of the extraposition case, as discussed in §2.1.2. Finally, if
multiple sluicing in German does in fact indicate an exceptional (recoverability-
driven) occurrence of two (or more) genuine instances of wh-movement (cf. Mer-
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9 Rethinking restructuring

chant 2001; Heck & Miiller 2003), it provides a fully independent argument for
selective transparency of embedded infinitivals.*

The arguments for monoclausality given so far all involve movement; the final
three arguments I want to mention here are somewhat different.

2.1.4 Compactness

Haider (2010) observes that items participating in restructuring are compact in
the sense that other material cannot linearly intervene. Thus, as shown by the
presence of unstressed pronoun fronting from the infinitive, restructuring must
have taken place in (8a); and in this configuration, matrix V and embedded V
are separated by an intervening adverb, yielding ill-formedness. In contrast, (8b)
does not involve restructuring, and the compactness requirement is lifted.

(8) German

a. *dasses; keiner [t;zulesen ] gestern versucht hat
that it,.. no-one to read yesterday tried has

b. dass der Karl [cp das Buch; zu kennen ] gestern geleugnet
that the Karlyoy, the book,.. to know  yesterday denied
hat
has

Haider accounts for compactness by postulating a complex base-generated
head analysis for restructuring. However, it looks as though many of the rel-
evant data can be accounted for independently (see Biiring & Hartmann 1996;
Wurmbrand 2007; Miiller 2014: ch. 3; but also Haider 2016 for a critique of PF-
based accounts). In addition, the compactness requirement can be circumvented
by various kinds of movement operations (verb-second, topicalization), and it
does not hold in the third construction (see below; cf. Wurmbrand 2007). Thus,
compactness may be an indicator of restructuring, but not without qualifications.

2.1.5 Negation

A well-known argument for monoclausality is that embedded negation can take
wide scope over the matrix clause; cf. (9a) (where restructuring can take place in
the presence of the restructuring verb empfehlen ‘recommend’) vs. (9b) (where
restructuring is not an option with the matrix verb auffordern ‘request’).

*In Heck & Miiller (2003), the impossibility of (6, 7b) is tied to the presence of a CP phase that
precludes long-distance wh-movement of the second wh-phrase via a conspiracy of Chomsky’s
(2001) (PIC) and a constraint phase balance triggering intermediate movement steps.
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(9) German

a. dass Maria  ihm [dasBuch nicht zu lesen | empfiehlt
that Mariayg,, himp,; the book,.. not to read recommends

b. dass Maria  ihn [cp das Buch  nicht zu lesen ] auffordert
that Mariaygy, him,ce the book,.. not to read requests

(9a) can have a reading where negation takes embedded scope (and restruc-
turing does not apply: recommend > not), and a (more salient) reading where
negation takes matrix scope (and restructuring has applied: not > recommend).
In contrast, (9b) can only have a reading with embedded scope of negation (re-
quest >> not), not one with wide scope of negation (*not > request).

2.1.6 Intonation

Finally, restructuring infinitives typically trigger a different intonational realiza-
tion from non-restructuring infinitives. Whereas the latter are usually prosodi-
cally separated from the matrix clause (by an intonational break, indicated by “|”),
the former usually are not. Thus, the restructuring environment in (10a) (sig-
nalled by scrambling of the embedded object in front of the matrix subject) is in-
compatible with an intonational break; the non-restructuring context (signalled
by a violation of compactness) favors it.

(10) German

a. dassden Karl; niemand t; zu kiissen versuchte
that the Karl, . no-oney,, to kiss tried

b. dass sie | den Karl  zu kiissen | gar nicht erst versucht hat
that shey, den Karl,.c to kiss PTCL not PTCL tried has

2.2 Arguments for biclausality
2.2.1 Uniformity of embedding

The first argument for biclausality of restructuring constructions with control
verbs in German is a conceptual one (see Koster 1987; von Stechow & Sternefeld
1988): every control verb that permits restructuring can optionally also show up
in a non-restructuring context. Thus, there is no control verb like, say, a fictive
predicate entsuchen ‘try’ that would permit (11a) (where scrambling to the matrix
domain has applied, signalling restructuring) but not (11b) (where compactness
is violated, signalling non-restructuring).

156



9 Rethinking restructuring

(11) German

a. dass den Fritz; keiner [ t; zu kiissen ] entsuchte
that the Fritz,.. no-oneygy to kiss tried

b. *dass keiner [cp den Fritz; zu kiissen ] gestern  entsucht hat
that no-oneygy, the Fritz,. to kiss yesterday tried has

Deriving this implicational generalization requires additional assumptions if
restructuring predicates can simply optionally involve TP-embedding, vP-em-
bedding or VP-embedding.’> However, the generalization follows directly if the
only way to end up with such a smaller complement size is via an initial CP
embedding that is then subject to some operation bringing about restructuring.

2.2.2 Licensing and interpretation of PRO

A second standard argument for biclausality of restructuring (cf., again, von Ste-
chow & Sternefeld 1988) is that the distribution of the empty pronominal subject
of control infinitives (PRO) requires the presence of a CP projection. In its origi-
nal form, this argument presupposes that every verb must discharge its external
0-role in the syntax, that the external 6-role is represented by PRO, and that PRO
must not be governed (“PRO theorem”, cf. Chomsky 1981). The PRO theorem is
not widely accepted anymore; however, in all approaches that recognize a syntac-
tically represented non-overt external argument like PRO in control infinitives,
it needs to be ensured that PRO shows up in these contexts but not in others
(finite clauses, exceptional case marking (ECM) environments, raising), and sim-
ple accounts would seem to rely on the presence of a C projection.® As pointed
out by von Stechow & Sternefeld (1988), and Sternefeld (1990), if there is no CP
projection, the difference between ECM/raising and control may be blurred.

A related problem arises in approaches that do not recognize PRO for restruc-
turing contexts (because the structure that could introduce the external argu-
ment is not present, or because the structure that could license the external
argument is not present, or both) but do recognize PRO for non-restructuring
contexts with the same predicate (see, e.g., Haider 2010): such a heterogenous
analysis invariably requires two radically different approaches to control - e.g.,

*Minimally, it would seem that a designated lexical rule would have to be stipulated that derives
restructuring versions of verbs from the corresponding non-restructuring versions. Such a way
out is in principle unavailable if the lexicon is conceived of as a list of exceptions rather than
a place where systematic generalizations can be expressed.

®This holds, e.g., for Adger’s (2003) approach: on this view, control predicates that embed infini-
tival clauses (cf. Stiebels 2010 on control into finite clauses in German) select a special type of
complementizer which in turn assigns a case-like feature [null] to the embedded subject that
requires a non-overt realization not just of the inflectional ending, but of the whole argument
DP (as PRO). Also cf. Chomsky & Lasnik (1993); Roberts (1997).
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(some operation like) syntactic Agree that determines the interpretation of an
embedded PRO via syntactic binding on the one hand (see, e.g., Landau 2000),
and (some operation like) functional composition that brings about the identifi-
cation of an argument of the matrix predicate with the external argument of the
embedded predicate on the other hand (see, e.g., Stiebels 2007). None of these
two ways to identify argument positions of two verbs can be straightforwardly
derived from the other; e.g., minimality may predict object control in the syntax
in the unmarked case (see, e.g., Hornstein 2001), whereas simple lexical stipu-
lation determines whether subject or object control takes place in the case of
function composition.” Crucially, given the independence of the two means to
identify argument positions in control, the option of control shift with restruc-
turing is wrongly predicted to be possible. Control shift can take place in various
contexts in German (e.g., influenced by passivization of the embedded verb, or in
the presence of certain modal verbs; see Riizi¢ka 1983; Wurmbrand 2002; Stiebels
2007). However, this phenomenon never shows up with restructuring: there is
no matrix verb that triggers object control when it embeds a non-restructuring
infinitive, but subject control when it embeds a restructuring infinitive (or vice
versa).

2.2.3 Absence of new binding domains

The third argument for biclausal structures is based on the observation that re-
structuring does not create new binding domains. Thus, an accusative object
reflexive in a subject control infinitive (sich in 12a,b) can never pick a dative ob-
ject of the matrix verb (ihm in 12a,b) as an antecedent, even if the matrix verb
permits restructuring (versprechen in 12a,b). This is accounted for if a reflexive
pronoun needs to participate in an Agree relation with its antecedent (cf. Reu-
land 2001; 2011, Fischer 2004, and Hicks 2009, among others), and restructuring
environments involve a full clausal CP structure across which Agree is blocked.

(12) German

a. dassKarl; ihmy (PRO;) sich; zu waschen versprochen hat
that Karlygy himp,p REFL to wash  promised has

b. *dassKarl; ihm, (PRO;) sich, zu waschen versprochen hat
that Karlyg,, himp,r REFL to wash  promised has

"Thus, an object control verb like empfehlen ‘recommend’ can be assumed to have a simpli-
fied entry like AP Ay Ax recommend(x,y,P(y)), whereas a subject control verb like versprechen
‘promise’ could be specified as AP Ay Ax promise(x,y,P(x)) — here the only relevant difference is
whether the complement predicate applies to the object variable (y) or to the subject variable
(x) (after function composition has opened up internal argument position(s) of the embedded
predicate via A conversion plus A prefixation).

158



9 Rethinking restructuring

In contrast, if there is no CP present in restructuring environments, it is not
obvious how the ill-formedness of (12b) can be derived. The reason is that an
accusative object reflexive can pick a dative object of the same verb as an an-
tecedent for many speakers of German (see the empirical investigation reported
in Sternefeld & Featherston 2003; Featherston & Sternefeld 2003, which contra-
dicts earlier informal judgements reported in Grewendorf 1988); cf. (13).

(13) German
dass Karl;  ihm, sich;/, im  Spiegel gezeigt hat
that Karlyg,, himp,r REFL  in the mirror shown has

In monoclausal approaches to restructuring where the embedded infinitive
lacks PRO; in (12a,b) because it is always either part of a complex verb (as in
Haider 2010) or is a bare VP (Sternefeld 2006), the problem is evident: the struc-
tural relations between ihm, and sichy in (12b) and in (13) are nearly indistin-
guishable on this view. However, accounting for the ill-formedness of (12b) also
poses a challenge under approaches where the restructuring complement can be
a vP or TP containing PRO (Wurmbrand 2001). The reason is that the option of
reflexive binding of sich; by the matrix subject Karl; in (13) shows that reflex-
ivization can take place across what one might think should be an intervening
potential binder (viz., the indirect object ihm, in 13). The only way out here, it
seems, would be to stipulate that external arguments (PRO; in 12b) intervene for
Agree-based reflexive binding in a way that internal arguments (ihm, in 13) do
not. However, not even this step would eventually suffice. As shown in (14a), an
intervening external argument DP can be skipped with PP-internal reflexives in
an ECM construction headed by lassen ‘let’ or sehen ‘see’ (see Reis 1976; Grewen-
dorf 1983; Fanselow 1987; Gunkel 2003; Barnickel 2014). This is never possible
across a finite clause boundary; see (14b). Crucially, it is also never possible with
control infinitives (see 14c), even when restructuring must have taken place (be-
cause unstressed pronoun fronting to the matrix domain has occurred; see 14d).

(14) German
a. dass Maria;  [rp Paul, [pp bei sichy/, ] schlafen ] lasst

that Mariayoy Paul,..  with REFL sleep lets

b. dass Maria; sagt [cp dass Paul, bei sich,/, schlafen kann ]
that Mariaygy says that Paulyo, with REFL  sleep  can

c. dass Maria;  Paul, [cp PRO; [pp bei sichy ., ] zu schlafen ]
that Mariayg,, Pauly,p with REFL to sleep
verspricht
promises
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d. dass Maria; es3 Paul, [cp PRO; t3 [pp bei sichy /.y ] zu
that Mariaygy, itace Pauly,p with REFL to
organisieren ] verspricht
organize promises

Thus, whatever ultimately accounts for the fact that PP-internal reflexives (in
contrast to arguments of the embedded V) can skip over the subject of the infini-
tive, it is clear that such long-distance reflexivization is blocked by a CP phase
boundary. The data then show that a CP is always present with control verbs
(restructuring and non-restructuring), and not present with ECM predicates.

2.2.4 Unstressed pronoun fronting

In §2.1.1, unstressed pronoun fronting from a restructuring infinitive was pre-
sented as an argument in support of monoclausality, based on the conclusion that
the presence of a CP would lead to a violation of locality constraints on move-
ment. Interestingly, unstressed pronoun fronting also provides an argument in
support of biclausality, more specifically, the presence of a CP in restructuring
environments. Unstressed pronouns must undergo fronting to a position that
can only be preceded by a subject DP, which can then be assumed to have un-
dergone optional EPP-driven movement to SpecT; cf. (15a,b) (see Miiller 2001;
Fanselow 2004). I assume that unstressed pronouns end up in an outer Specv po-
sition (more specifically, at the left edge of vP), where they precede DP and PP
arguments, including scrambled ones (see 15a-c), adverbials (see 15d), and the
base position of subjects (see 15a).

(15) German
a. dasses; die Maria  dem Fritz  t; gegeben hat
that it,.. the Mariayg,, the Fritz,,; given has

b. dassdie Maria  es; demFritz t; gegeben hat
that the Mariaygy itacc the Fritzp,r given  has

c. *dassdie Maria  dem Fritz es; gegeben hat
that the Mariaygy, the Fritzy,r itycc given  has

d. *dassdie Maria  wahrscheinlich es; demFritz  t; gegeben hat
that the Mariay,, probably itacc the Fritzp,; given has

Complements of non-control (obligatory) restructuring verbs do not have suf-
ficient space for unstressed pronoun fronting. This is shown for auxiliaries in
(16a), for raising verbs in (16b), and for ECM verbs in (16¢), all of which become
well formed if the unstressed pronoun es ‘it’ undergoes longer movement to a
position directly after sie ‘she’.
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(16) German

a. " dass sie mir; schon letzte Woche [ t; es; gegeben ] hat
that sheyy mep,r already last  week itycc given has
b. * dass sie mir  schon letzte Woche [ es, zulesen | schien

that sheyoy mep,r already last week  it,c. to read seemed

c. *dass sie mich schon letzte Woche [ es; lesen ] lief§
that sheyoy me,cc already last  week it .- read let

The relevant observation now is that there is a vast improvement with the
unstressed pronoun in the embedded domain in the case of control construc-
tions. As shown in (17a,b), restructuring contexts (indicated here by the option
of unstressed pronoun fronting of the dative pronoun) seem to provide sufficient
space for separate unstressed pronoun fronting (here applying to the accusative
pronoun, which of course could also accompany the dative pronoun in the matrix
domain). (17b involves the third construction; see the next subsection.)

(17) German

a. dass sie mir; schon letzte Woche [ t; es; zu geben ]
that sheyoy mep,r already last  week it,cc to give
versucht hat
tried has

b. dass sie mir; schon letzte Woche versucht hat [ t; es, zu
that sheyoy mep,r already last  week tried has ityce to
geben ]
give

This indicates that there is more structure in control infinitives; assuming rais-
ing and ECM environments to involve embedded TPs (Fanselow 1991), the evi-
dence suggests that a CP is required for all cases of unstressed pronoun fronting
in German, and that such a CP is therefore present in restructuring contexts with

control predicates.®

®Note that the argument here is indirect since the actual landing site of unstressed pronoun
fronting, by assumption, is a left-peripheral position in vP. The point is that such movement is
evidently only licensed in the presence of a higher CP. There are various possibilities to derive
this — including, e.g., postulating an inheritance of the relevant features from C, as suggested
in Chomsky (2008); Richards (2007), or postulating that unstressed pronouns must undergo
Agree with C. Ultimately, it seems to be a fact about unstressed pronouns (perhaps, more
generally, Wackernagel-oriented processes) that they depend on the presence of a CP domain,
however this is derived.
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2.2.5 The third construction

The fifth and final argument in support of a CP projection for restructuring in
German involves the so-called third construction, i.e., constructions involving a
combination of leftward scrambling or unstressed pronoun fronting out of a re-
structuring complement, and rightward extraposition of the restructuring com-
plement itself (see den Besten & Rutten 1989). As noted in §2.1.2, CP, PP, and (to
some extent) DP can undergo extraposition in German; however, verbal projec-
tions (vP, VP, TP) cannot do so.” CP extraposition is shown in (18a,b) (for finite
clauses and infinitives, respectively).

(18) German

a. dasser gesagt hat [cp dasses  regnet |
that heyo, said has that ity rains

b. dass sie versucht hat [cp PRO zu schlafen ]
that sheyg, tried  has to sleep

The impossibility of TP extraposition is illustrated by (19a,b) (based on the
assumption that complements of ECM verbs have TP status).

(19) German

a. "dassich gesehen habe [tp den Mann dasBuch lesen ]
that I, seen  have the man,.. the book,.. read

b. *dass sie lie [tp ihn  schlafen ]
that sheyqy, let him,.. sleep

The data in (20a-d) show that vP/VP cannot undergo extraposition either.

(20) German

a. " dass sie t; hat [yp gearbeitet ]
that sheyoy  has worked

b. *dasser t; hat [yp das Buch  gelesen ]
that heyoy has the book, read

c. "dasser t; wird [yp das Buch  lesen ]
that heyg, will the book,.. read

d. *dass sie hatte [ t; wollen/gewollt [yp das Buch  lesen ]]
that sheye, had want/wanted the book,. read

°Thasten to add that this only holds for Standard German; see Haegeman & van Riemsdijk (1986);
Bader & Schmid (2009); Salzmann (2011; 2013a,b) for variation in other varieties of German, for
which the argument to be presented below can therefore not be made.
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Against this background, it can be noted that extraposition is possible in the
third construction, i.e., with scrambling or unstressed pronoun fronting from
extraposed restructuring infinitives; see (21a,b) (with versuchen as a matrix verb),
(21c) (with versprechen as a matrix verb), and (21d) (with the object control verb

empfehlen).1’

(21) German

a. dass sie ihn,  t; versucht [cp, PRO t; zu kiissen ]
that sheyoy him,c.  tries to kiss

b. dass sie das Buch; t; versucht hat [cp, PRO t; dem Mann  zu
that sheye, the book  tried has the many,; to
geben ]
give

c. dasses; Mariat; (dem Fritzz) verspricht [cp, PRO t; zu lesen ]
that it,.. Maria  the Fritz,,; promises to read

d. dasses, Fritz  ihr; t; empfohlen  hat [cp, PROt; zu lesen ]
that it Fritzyoy herpar  recommended has to read

This strongly suggests that the extraposed item is a CP. If the third construc-
tion were to involve extraposition of a VP (as assumed by Wéllstein-Leisten 2001
and Haider 2010), or of a vP or TP, ungrammaticality would be expected to result
throughout in (21).1

19(21c) and (21d) show that a control verb may take an additional DP argument (DP;) in the third
construction. Kiss (1995: 110) claims that examples of this type are impossible; however, I would
like to contend that the problem is due to parsing problems: DP, and DP; are extremely similar
in his examples.

UThere is in fact one principled exception to the generalization that VP extraposition is impos-
sible in Standard German. In the Ersatzinfinitiv construction, VP extraposition is possible (in
fact, obligatory); see (i).

(i) dasssie das Buch  hatte lesen wollen
that she,,,, the book,.. had read want

NOM ACC

I contend that this is the exception that proves the rule. In Ersatzinfinitiv constructions,
existing constraints are violated in optimal forms so as to satisfy higher-ranked requirements
(see Schmid 2005); this holds for morphological selection among verbs (with an infinitive form
showing up where a participle would be expected) in the same way that it does for linearization.
Note that extraposition in the third construction, unlike what is the case with the Ersatzinfini-
tiv construction, is strictly optional, and not a repair operation like Ersatzinfinitiv formation.
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2.3 Interim conclusion

Summarizing so far, there is evidence both for a truly biclausal (CP) analysis
and for a monoclausal analysis of restructuring constructions with control verbs
in German. Accordingly, this state of affairs is difficult to account for both in
purely monoclausal and purely biclausal approaches. In monoclausal approaches
(see Geilfufy 1988; Haider 1993; 2010; Kiss 1995; Wurmbrand 2001; 2007; 2015b;
Sternefeld 2006, and many others), the evidence for biclausality poses problems
that typically require construction-specific assumptions complicating the overall
analysis; effects attributable to the presence of a CP projection must be imitated
in some other way if a CP projection cannot be present. In biclausal approaches
(see Baker 1988; Sternefeld 1990; Miiller & Sternefeld 1995; Sabel 1996; Roberts
1997; Hinterholzl 1999, and Koopman & Szabolcsi 2000), the evidence for mono-
clausality poses problems that typically require extremely abstract interactions
of movement operations lacking independent motivation (plus, in many cases,
additional stipulations); effects attributable to the absence of a CP projection
must be captured by mechanisms that permit selective disregard of the additional
structure. What is needed, then, is a way to both have your cake and eat it.

Coanalysis approaches (as pursued in Huybregts 1982; Bennis 1983; Haegeman
& van Riemsdijk 1986; Di Sciullo & Williams 1987; Sadock 1991; Pesetsky 1995)
are a case in point. Here, both types of evidence can be accommodated because
monoclausal and biclausal structures can exist simultaneously. However, these
approaches are typically quite unconstrained, and often not fully worked out (es-
pecially where restructuring is directly addressed); and it is sometimes not clear
why one process would target one kind of structure rather than the other one.
That leaves, finally, traditional reanalysis approaches (see Ross 1967: Ch. 3, Evers
1975, Rizzi 1982, Aissen & Perlmutter 1983, and von Stechow & Sternefeld 1988):
the simple idea underlying these approaches is that a structure that is initially
biclausal is reduced to a monoclausal one, via some form of structure removal.
The only problem with all the classical reanalysis approaches is that they rely
on transformations that are (a) ad hoc, (b) not constrained in interesting ways,
and (c) not embedded into a general system of elementary, primitive operations
manipulating syntactic structure. The claim that I would like to argue for in what
follows is that an analysis based on an elementary, restrictive operation Remove
makes it possible to pursue a simple, principled reanalysis approach to restruc-
turing in German.'?

2Thus, I take issue with the claim in Haider (2010: 309) that “radical clause union [...] cannot be
achieved derivationally since derivations do not destroy or eliminate structures”: they do.

164



9 Rethinking restructuring

3 Structure removal

Suppose that syntactic derivations employ two elementary operations modifying
representations: in addition to an operation that builds structure — Merge (Chom-
sky 2001; 2008; 2013) —, there is a complementary operation that removes struc-
ture: Remove. In Miiller (2016; 2017; 2018), an approach to structure removal based
on this operation has been argued to systematically account for cases where there
is empirical evidence for conflicting representations (that movement cannot plau-
sibly be invoked to account for). The basic premise is that if Remove exists as the
mirror image of Merge, it is expected to show similar properties and obey iden-
tical constraints. The assumptions made about Merge are the following. First,
Merge is feature-driven.' It is triggered by designated [-F.] features, which are
ordered on lexical items (see Heck & Miiller 2007, Abels 2012, Stabler 2013, Georgi
2014, among others); F here is a variable over categorial features (primarily for ex-
ternal Merge) and movement-related features (like wh, top) that trigger internal
Merge. Once a feature has brought about an operation, it is discharged, and disap-
pears. Second, Merge may apply to heads or phrases. This necessitates diacritics
on structure-building features: [+Fy.], [-F5+] for heads and phrases, respectively.
Third, Merge obeys the strict cycle condition in (22) (see Chomsky 1973; 1995;
2001; 2008; also cf. Safir 2010; 2015 for this specific version). Based on the con-
cept of domain in (23), the strict cycle condition in (22) blocks operations that
exclusively affect positions contained in embedded phrases. Fourth and finally,
Merge can be external or internal.

(22)  Strict cycle condition (SCC):
Within the current XP a, a syntactic operation may not exclusively target
some item § in the domain of another XP f if f is in the domain of «.

(23) Domain (Chomsky 1995):
The domain of a head X is the set of nodes dominated by XP that are
distinct from and do not contain X.

The assumptions about Remove are identical. First, Remove is feature-driven.
It is triggered by designated [-F-] features, which are ordered on lexical items
(and can be interspersed with features for structure building). Second, Remove
may apply to heads or phrases, so there is a feature [-F;—] for heads, and a fea-
ture [-F,—] for phrases. If Remove applies to a phrase (via [-F—] on a head that
triggers the operation), it takes out a whole subtree. Removal of phrases in the

BThis corresponds to Chomsky’s original view but is at variance with his more recent assump-
tion that Merge comes free; see, e.g., Chomsky (2013).
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course of the derivation has been argued to take place with external arguments
in passive constructions (see Miiller 2016), with internal arguments in applicative
constructions (see Miiller 2017), and with VPs and TPs in various kinds of ellipsis
constructions (see Murphy 2015; Murphy & Miiller 2016). In what follows, I will
exclusively focus on Remove applying to a head (via [-Fy—]) — this is the oper-
ation that I assume to take place in restructuring environments. Third, Remove
obeys the strict cycle condition in (22). And fourth, Remove can be external or
internal. Here I focus on internal Remove, i.e., operations that remove part of the
current syntactic structure.!

If an [-Fy—] feature on some head X is discharged, it removes the head Y of a
projection in the minimal domain of X. Given a bare phrase structure approach,
a head’s projection does not exist independently of the head. This means that by
taking away the head Y, the whole projection line of Y up to YP is removed -
but only this: specifiers and complements of Y are not affected by removal. The
question then is what happens with the material that was originally included in
the removed projection, and that is temporarily split off from the current tree
after removal of the head and its projection. In Miller (2018), it is argued that
such items are reassociated with the main projection, i.e., with the projection of
the head responsible for structure removal, in a way that is maximally structure-
preserving, maintaining earlier c-command and linearization relations as much
as possible.® Predecessors or alternatives of removal of heads by [-F,-] features
(and, consequently, the projections of these heads) include tree pruning (see Ross
1967: Ch. 3); Chomsky’s (1981) proposal of S-bar deletion with ECM verbs (and
in subject extraction environments — a new version of this latter approach is
suggested in Chomsky (2015b: 24) and argued to crucially involve removal of
syntactic structure in Hornstein 2014);' the approaches to head movement de-
veloped in Heycock & Kroch (1994) and Stepanov (2012); the approach to pruning

“External Remove may initially look like an unusual concept since such an operation removes
items that are not yet part of the current tree; see Miiller (2016; 2017) for discussion of some
relevant cases.

5Note that reassociation is not an instance of Merge: it only applies to phrases (not to heads),
the external/internal distinction does not make sense here, and, perhaps most importantly,
reassociation is not feature-driven; rather, it is an operation triggered by the need to reintegrate
material into the present tree that is temporarily unattached as a consequence of Remove.

1Tt should be noted, though, that although it is uncontroversial that the approach in Chomsky
(2015b) relies on syntactic (rather than, say, phonological) deletion, it is not entirely clear what
exactly is subject to removal. Further elaboration in Chomsky (2015a) suggests that Chomsky,
despite explicitly proposing a rule “C— @”, might have in mind a relativization of the deletion
operation to certain kinds of features of C (e.g., the “phase-head feature of C”). However, as
argued in Miiller (2017), given that syntactic categories are to be viewed as sets of features, this
difference would be purely quantitative rather than qualitative.
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of @-affixes in Embick (2010); the approach to cases of XP movement that can
circumvent intervention effects proposed in Heck (2016); and, last but not least,
Pesetsky’s (2016) exfoliation transformation, which removes embedded CP and
TP shells.!”

In what follows, I will illustrate the working of head removal by some abstract
sample derivations. Consider first the case where the head Y of a complement
YP is removed. For now, I assume that Y has a complement ZP but does not have
a specifier; I will address this latter scenario momentarily. As shown in (24a),
X first combines with YP (triggered by [-Y.] on X); after [-Y.] is discharged and
Merge(X,YP) has taken place, [-Y,—] becomes accessible and triggers removal of
the YP shell before being discharged; see (24b). As a consequence, ZP, which is ini-
tially split off the tree after YP shell removal, is reassociated with the projection
of X in a maximally structure-preserving way: it becomes the new complement
of X, which maintains all earlier c-command relations. Note that if X were to be
equipped with a removal feature [-Zy—] instead of [-Y,—] in (24a), removal of
the ZP shell could not take place in the presence of the intervening YP projection,
due to the strict cycle condition. However, if X were to be equipped with [-Z—]
in addition to [—Yy—] in (24a), and if [-Z,—] were ranked below [—Y,—] on the
list of operation-triggering features on X, the ZP shell could next be removed
on the basis of (24b). In other words: Remove can apply recursively. (This will
become relevant in the analysis of restructuring given in the next section.)

(24) Remove and heads: complements w/o specifiers

a. Merge(X[.y.|s[-y,-]-YP): b. Remove(X[_Yo_] Y):
X’ X’
X[-y,-] YP X ZpP

In the same way, Remove applying to heads can also affect a specifier. The opera-
tion is shown in (25), where X has first merged with a UP complement; again, an

Exfoliation is similar to Remove applying to heads, but differs from it in some important re-
spects, e.g., by being inherently less local (it takes place across phase boundaries), by not being
feature-driven (but instantiating a last resort operation), and by never applying recursively. See
Miiller (2018) for a more elaborate comparison of the two approaches to shrinking trees.
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XP included in the specifier (here: ZP) cannot be targeted by the operation, due
to the strict cycle condition. ZP reassociates with the X projection as a specifier,
in a maximally order-preserving way.'®

(25) Remove and heads: specifiers w/o specifiers

a. Merge(Xono]H_YO_],YP): b. Remove(Xf_YO_],Y):
XP XP
YP X’ 7P X’
ZP X[y, UP X UP

AN AN

Next consider the situation where a complement projection YP is removed via
[-Yo—] on X, but where the difference to (24) is that Y takes both a complement
(WP) and a specifier (ZP). Again, the null hypothesis is that after YP shell re-
moval, WP and ZP reassemble in their original hierarchical and linear order in
the XP domain, so that structural changes induced by the operation are mini-
mized — recall that a basic property underlying Remove operations is that they
change embedded structures as little as possible. (26) shows how a Remove oper-
ation triggered by X and targeting the head of X’s complement Y reassociates Y’s
specifier (ZP) and complement (WP) with the projection of X: ZP becomes a new
specifier of X, and WP replaces the original YP in the complement position.'?

8In principle, given an appropriate feature [-U,—], X could also have removed the UP shell in the
presence of a specifier YP, in accordance with the strict cycle condition, in what is essentially
a removal analogue to tucking-in derivations with Merge; see Richards (2001).

YTwo remarks. First, it is clear that the earlier c-command relation of X and ZP is reversed by
reassociation of ZP as X’s specifier. Still, this qualifies as the best option since the alternative
- reintegrating ZP as a specifier of WP — would (a) change a c-command relation into a domi-
nance relation, and (b) carry out changes in a domain that should not be accessible, given the
strict cycle condition. Second, the question arises of what happens if X independently has a
feature triggering Merge of a specifier. There are two possibilities: Either this specifier is al-
ready in place, or it is merged later. The second case is straightforward; the specifier will be
merged on top of the existing structure. As for the first case, ZP will have to be reassociated
below the inherent specifier of X, so as to maximize structure preservation. Thus, the outcome
is identical.
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(26) Remove and heads: complements with specifiers

a. Merge(X[.y.]»[-y,-]-YP): b. Remove(X[_y,_}.Y):
X' XP
/\ PN
X[-y,-] YP P X
N YANIVAN
7P Y’ X WP

aN AN
O

The derivation in (26) illustrates a non-trivial property of Remove operations ap-
plying to heads that take a complement and a specifier: ZP undergoes dislocation
without movement (i.e., without internal Merge of ZP in 26b). This will play a role
below.

Finally, for the sake of completeness, the scenario where the head (Y) of a
specifier (YP) is removed that takes both a complement (WP) and a specifier (ZP)
isillustrated in (27). As before, ZP and WP are reassociated with X’s projection in
a way that maximally maintains earlier c-command and linearization relations,
and here this implies that ZP and WP become outer and inner specifiers of X,
respectively.

(27) Remove and heads: specifiers with specifiers

a. Merge(Xf.Y.]>[_Y0_],YP): b. Remove(Xf_YO_],Y):
XP XP
A /\
YP X’ yAY X’
N N AN
ZP Y Xy, UP WP X
AN AN PANRVAN
WP X UP
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Overall, what emerges is a principled approach to reanalysis by structure re-
moval, which is also restrictive, due to the strict cycle condition. The patterns
in (24-27) can all be shown to underlie syntactic constructions exhibiting evi-
dence for conflicting structure assignments that are unrelated to restructuring
infinitives. For instance, removal of specifier heads with complements and spec-
ifiers, as in (27), is argued in Miiller (2018) to account for conflicting structure
assignments to complex prefield constructions in German (viz., as topicalized
headless VPs and as multiple specifiers of C); removal of complement and spec-
ifier heads with complements but no specifiers, as in (24) and (25), is argued in
Miiller (2015) and Puskar (2016) to account for conflicting evidence for nominals
as DPs or NPs in Circassian and Serbo-Croatian, respectively, and in Korsah &
Murphy (2017) to account for the presence or absence of clausal determiners in
Kwa; and removal of complement heads with specifiers, as in (26), is argued in
Schwarzer (2016) to account for conflicting evidence concerning the size of tough-
movement constructions in English and German. (In addition, Dschaak 2017 de-
velops an account of restructuring in Russian along the lines of the present pro-
posal.) In the next section, I develop an approach to restructuring that accounts
for the conflicting evidence laid out in §2. I will argue that the evidence for bi-
clausality involves environments before removal of heads, and the evidence for
monoclausality involves environments after removal. Removal typically takes
place with complements (as in 24 and 26), but in the context of discussing the
third construction, I will also argue that it can involve specifiers (as in 25 and 27).

4 Analysis

4.1 Structure removal in infinitival complements

Suppose that all control verbs take CP complements. The special property of re-
structuring control verbs then is that they can subsequently remove CP and TP
layers, yielding derived vP complements.?® More specifically, I suggest that evi-
dence for biclausality involves a CP structure before removal. Thus, the relevant
operations that are indicative of biclausality are counter-bled and counter-fed by
Remove. In contrast, evidence for monoclausality involves a vP structure after re-
moval. Consequently, the relevant operations that are indicative of monoclausal-
ity are bled and fed by Remove. The derivation of a restructuring control infini-
tive is shown in Figures 9.1 and 9.2. In Figure 9.1a, infinitival C is merged with

2Tn principle, it is possible to introduce yet more subtle distinctions, with different degrees of re-
moval eventually yielding different final output structures for the infinitival complements; see
Fanselow (1991); Wurmbrand (2001; 2015b). Also cf. the remark on long-distance passivization
in footnote 28 below.
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a TP containing an infinitival V, an object DP that has been assigned accusative
case by v, and a PRO subject that does not yet have case. Next, in Figure 9.1b, (cf.
§2.2.2), infinitival C for control environments can value the infinitival subject
with null case (see footnote 6); I take this to be an instance of Agree.?!

Ccp Cp
N AN
Clscase:[null]x] TP Cc TP
vP T vP T
TN N
PRO[case:n) Vv PRO[case:[null]] V'
VP v VP v
DP A% DP A%
ihn  zu kissen ihn  zu kissen
() Merge (Cpr.) [scasesfmult)s]> TP) (b) Agree (C.case:mus]» PROcase1)

Figure 9.1: Control infinitives

If restructuring does not take place, that is all there is to say. However, if the
matrix control predicate has the restructuring property, the derivation proceeds
as in Figure 9.2. The lexical property that characterizes a restructuring verb in
the present approach is that a [-Cy—] feature and a [-T,—] feature can be added
at the bottom of its stack of operation-triggering features. If this happens, the
Merge operation combining V and CP (triggered by a [-C.] feature that uniformly
characterizes control verbs) in Figure 9.2a is followed by recursive removal — first
of the CP shell (cf. Figure 9.2b), and then of the TP shell (cf. Figure 9.2c).

The end result is a proper monoclausal structure.?2

2'Here, asterisks indicate that a feature triggers an Agree operation ([«F+]). Also, since there is
no obligatory EPP feature for German T, there is no reason to assume that PRO must undergo
movement to SpecT; it is licensed by C in its in situ (Specv) position.

ZInstantiation of the features for head removal on restructuring control verbs is optional, and
it turns out that hardly any restrictions are needed to guarantee only correct outcomes. If
the order of the two features on V is reversed (V|.c.}s[1,-]»[-c,-])> there can be no removal
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VP

TN

CP  V[_c,—]>[-T,-] VP
C/\TP versucht TP/>[—TO—]
vw T vP/\T versucht
TN TN
PRO[case:[null]] V' PRO[case:[nun] V'
VP/\V VP/\V
ihn  zu kiissen ihn  zu kiissen
(a) Merge (Vi.c.j-[~co—J=[-1,-1» CP) (b) Remove (V|_¢,-}»(-1,-}. CP)
VP
/\
vP VieT,-]
PRO[case:[ﬁH\vl versucht
VP/\V
ihn  zu kiissen

(c) Remove (V|_1,_), TP)

Figure 9.2: Restructuring
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4.2 Deriving evidence for biclausality

As noted above, the operations that presuppose the presence of CP are counter-
bled and counter-fed by structure removal: removal simply comes too late to
bleed or feed operations that are indicative of the CP layer. Let me go through the
evidence one by one. First, consider uniformity of embedding (§2.2.1). Given that
features for removal are optional, the implicational generalization that all con-
trol verbs that permit restructuring are also compatible with non-restructuring
complements is derived without further ado. The only way to reach vP is via an
initial CP: Thus, Remove counter-bleeds feature-driven external Merge.

Second, as for the licensing and interpretation of PRO (§2.2.2), PRO is licensed
via Agree with an infinitival C that assigns null case to it. Once null case is as-
signed, it cannot be taken away again. Thus, it does not matter that the context
in which PRO can be licensed (viz., a CP) is ultimately destroyed by removal:
Remove counter-bleeds PRO licensing.

Let me turn next to the absence of new binding domains after restructuring
(§2.2.3). Assuming that reflexives are licensed by Agree operations which are
blocked by a CP boundary, a reflexive will have its index fixed once the minimal
CP is reached. Subsequent structure removal can neither lead to new binding
options by adding a binding index on a reflexive if new potential antecedents are
around,?? nor can it undo existing binding indices on a reflexive: Remove counter-
feeds new binding of reflexives and counter-bleeds old binding of reflexives.

Fourth, concerning the evidence based on unstressed pronoun fronting (§2.2.4),
recall that an unstressed pronoun moves to the left edge of vP, but must be li-
censed in this position by C (perhaps as an instance of Agree, as suggested in
footnote 8). Subsequent removal of CP and TP comes too late to block the licens-
ing: Remove counter-bleeds unstressed pronoun fronting.

Fifth, consider the argument based on the third construction (§2.2.5): Extrapo-
sition of a restructuring infinitive is indicative of its CP status because only CP
can undergo extraposition in German; TP, vP, and VP cannot do so. This im-
plies that CP extraposition takes place before structure removal; otherwise the

of TP (because of the strict cycle condition), and no removal of CP either (because [-C,—]
is not active before [-T,—] is discharged). If the matrix verb bears [-T,—] but not [-C,—],
restructuring also cannot take place (because of the strict cycle condition). Finally, if only
[-C,—] is instantiated, restructuring to TP size would be expected. To avoid such an outcome,
it can be assumed that [-T,—] and [-C,—] are tied because they are part of the same phase; also
see Pesetsky (2016). (That said, most of the evidence for monoclausality would not necessarily
be incompatible with a TP status of the complement; the crucial requirement is the absence of
CP)

2 Also note that unlike English, German does not allow for movement producing new binding
options; cf. Barss (1986) vs. Frey (1993) and Biiring (2005).
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possibility of extraposition would not be explained. For the sake of concreteness,
suppose that rightward movement is triggered by an optional designated feature,
say [Xe] (with X € {C, P, D} in German). A relevant part of the derivation of a
sentence like (21a) is shown in Figure 9.3. First, the infinitival CP is merged to
the left of V (see Figure 9.3a); then it undergoes extraposition, which I assume
to target a right-peripheral specifier position (see Figure 9.3b); but note that as-
suming extraposition to involve right-adjunction would not substantially change
things). In the next two steps, the CP and TP shells are successively removed (see
Figure 9.3c,d).

As for the steps in Figure 9.3c,d, recall that there is no problem with Remove
affecting specifiers (or adjuncts) rather than complements (cf. 25 and 27). As a
matter of fact, there is clear independent evidence for the general possibility of
restructuring with specifiers in German. Examples like (28a,b), where scrambling
takes place from a subject infinitive, are entirely unproblematic (28b may involve
a derived subject, but 28a certainly does not).

(28) German

a. dass esg sich nicht [ PRO t; zu beanstanden ] gehort hat
that it; REFL not to object to acceptable is

b. dasssich; ihm [ PRO t; zu befreien ] gelungen ist
that REFL himp,; to free successful was

The final representation in Figure 9.3d is monoclausal, as required for scram-
bling and unstressed pronoun fronting to a vP specifier of the matrix V. However,
there is a problem: it is not quite clear why a vP in a derived specifier (or adjoined)
position does not block extraction via the condition on extraction domains (CED;
Huang 1982; Chomsky 1986; Cinque 1990). I will address this issue in the follow-
ing section. With this proviso, we can conclude that Remove counter-bleeds ex-
traposition: loss of the CP status of the complement in the extraposed position
comes too late to block rightward movement (which requires CP status).2*

#'The derivation in Figure 9.3 also gives rise to another question: the third construction is pos-
sible with periphrastic verb forms; i.e., as an alternative to versucht ‘tried’, as in (21a), there is
also the option of versucht hat ‘tried has’, as in (21b). There are (at least) two ways to account
for this. First, one might assume that periphrasis comes about by head movement of non-finite
lexical V to the auxiliary, followed by discharge of the extraposition feature in the derived po-
sition; this would require a minimal modification of the strict cycle condition that incorporates
the effect of (this type of) head movement. Second, one might postulate that the two Vs form a
single complex head (see, e.g., Zwart 2016 for a recent version of this approach); verb-second
movement might then proceed by excorporation.
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Figure 9.3: The third construction
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4.3 Deriving evidence for monoclausality

The basic pattern is that operations that presuppose monoclausality are bled and
fed by Remove. Let me begin with the simplest cases. First, wide scope of negation
inrestructuring contexts (§2.1.5) follows straightforwardly: scope is an LF-related
phenomenon that is determined on the basis of output representations like Fig-
ure 9.2¢, i.e., after structure removal. Hence, at the stage where the scope of the
embedded negation is determined, there is no intermediate clause boundary any-
more that might prevent wide scope (or, for that matter, permit embedded scope):
Remove feeds scope of negation.?> Second, similar considerations apply in the
case of intonation (§2.1.6). The determination of intonational breaks is a phonetic
form (PF) process; consequently, it is output representations like Figure 9.2¢ that
are taken into account in order to decide whether intonational breaks can or
cannot occur — and after removal, the clause boundary that is indicative of an in-
tonational break is gone: Remove bleeds the generation of smaller intonational
phrases.

Next, §2.1.1 (scrambling and unstressed pronoun fronting), §2.1.2 (extraposi-
tion), and §2.1.3 (multiple sluicing) all involve evidence for monoclausality based
on the a priori unexpected option of extraction (of certain movement types)
to take place across a clause boundary with restructuring. An obvious account
might therefore rely on the assumption that extraction from the infinitival com-
plement can take place from the in situ position after removal of CP and TP shells,
i.e., that Remove directly feeds extraction in the case of movement types that can-
not cross a CP boundary. However, there are two problems with this simple view.
The first problem concerns successive cyclicity: in general, a phrase that is sup-
posed to undergo extraction from a constituent needs to undergo intermediate
movement steps to phase edges, because of the PIC. Accordingly, an item within
an infinitival CP that will target a position in the matrix clause (e.g., via scram-
bling or extraposition) does not know that eventually, there will be no CP (due
to removal by the matrix verb); thus, without look-ahead, it will have to undergo
movement first to Specv, and then to SpecC.

SThere is a qualification, though. As observed by Santorini & Kroch (1991), negation is always
clause-bound in the third construction; cf. (i) vs. (9a).

(i) German
dass ich seinen neusten Roman beschlossen habe [, nicht zu lesen ]
that I his  newest novel,.. decided have  not to read

(only narrow scope)

This suggests that, unlike displacement, wide scope is blocked by a vP in a derived (specifier
or adjunct) position.
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The second problem has already been noted above: recall that a vP in a right-
peripheral SpecV position should block scrambling in the third construction, be-
cause of the CED (see Figure 9.3d). Taken together, these two problems suggest
that the way in which Remove feeds extraction options is somewhat different
from the way envisaged under the simple account just sketched.

As afirst step to a solution, let us assume that there is some constraint against
improper movement that ensures that a CP blocks movement to a clause-external
position in the case of scrambling and unstressed pronoun fronting (cf. 1a, 1b, 2c,
2d) and extraposition (cf. 3a, 3b), but not with wh-movement, topicalization or
relativization. There are various proposals in the literature as to how the prohi-
bition against movement to low (vP- or TP-internal) positions from a CP can be
derived (see, e.g., Miiller 2014: Ch. 2; Wurmbrand 2015b; Keine 2016 for three re-
cent attempts); for present purposes, it may suffice to state that such movement
(as an instance of Merge) is blocked.

On this basis, consider again the case of scrambling from a restructuring in-
finitive, as in (2a), repeated here as (29).

(29) German
dass den Fritz; keiner [ PRO t; zu kiissen ] versuchte
that the Fritz,.. no-oneygy to kiss tried

Before the infinitival CP is merged with the matrix V, successive-cyclic move-
ment of the embedded object DP den Fritz takes place to Specv and SpecC; cf.
Figure 9.4.

Next, V combines with CP (see Figure 9.5a); then Remove(V,CP) takes place
(see Figure 9.5b). Importantly, DP and TP, as the original specifier and comple-
ment of C, are now both reassociated with the matrix V projection in a structure-
preserving way, and this means that DP ends up as a specifier of matrix V without
having undergone movement to this position. Consequently, there can be no vi-
olation of the constraint against improper movement (improper movement can
only occur if there is movement in the first place).?® After this, V removes the
TP shell (see Figure 9.5c), which has no further consequences for the moved DP.

As a consequence, DP shows up in the matrix domain without having under-
gone movement itself, and is now free to move on, yielding, e.g., (29), or, alterna-
tively, to stay in place, with no effects that would be directly discernible since it
cannot have crossed matrix VP material (see footnote 19).

%See, however, Keine (2016) for evidence that long-distance agreement is subject to the same
kinds of restrictions as movement and can also qualify as improper. On this more general
view, only operations triggered by features can count as improper; reassociation after structure
removal still cannot do so.
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CP
DP c’
denFritz C TP

zu kiissen

Figure 9.4: Movement in the embedded CP
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This explains why scrambling and unstressed pronoun fronting can take place
from restructuring infinitives.?”

The reasoning is basically identical with extraposition: the improper move-
ment effect in the presence of a CP (see 3) can be circumvented after CP removal
in restructuring contexts (see 4).

As for recoverability-driven fronting of wh-phrases in multiple sluicing con-
texts (cf. 7a vs. 6, 7b), recall that there are three competing approaches: the second
wh-phrase may have undergone scrambling (Sauerland 1999), extraposition (Las-
nik 2014), or wh-movement (Heck & Miiller 2003). Assuming that the relevant
distinctions in the latter type of approach are due to an initial presence or ab-
sence of a CP projection, such that the second wh-movement in the embedded
domain is blocked in the presence of a CP (as argued in Heck & Miiller 2003), we
now have a theory-internal argument for the former two approaches (which are
both compatible with an initial presence of CP that is subsequently undone by
removal).

The final movement-related issue to be addressed concerns scrambling in the
third construction; cf. the examples in (21) and the derivation in Figure 9.3. Recall
that the problem with the derivation resulting in Figure 9.3d is that scrambling
from the vP in the extraposed position should violate the CED. This problem is
now solved: almost exactly the same derivation as in Figure 9.5 takes place with

71t should be noted that the present analysis does not per se exclude cases like (i-b), where
successive-cyclic long-distance movement takes place from a position in CP; to the specifier
of CP, (cf. (i-a)), followed by structure removal induced by the restructuring predicate ver-
suchen ‘try’, subsequent reassociation of DP, (plus further scrambling) in the matrix domain,
and finally extraposition of CP;.

(i) a  [vp [cp, dieses Buchy [c C [1p [,» t§ PRO [yp [cp, o [c dass ] man ¢, lesen

this  book,.. that one,, read
soll ] [y vorzuschlagen ]] v] T ]]] [y versucht hat ]]
should to suggest tried  has

b. ?*dass dieses Buch, keiner [vp [wp t§ PRO [yp t; [y vorzuschlagen ]] v] [y
that this book,.. no-oney,, to suggest
versucht hat ]] [cp, tj [c dass ] man  t, lesen soll ]
tried  has that one,,, read should

In contrast, if the fronted object dieses Buch undergoes topicalization in the same context,
there is a marked improvement (but no full acceptability). For the time being, I will leave open
the question of whether the ill-formedness of (i-b) can (or should) be made to follow from a
general constraint against improper movement, or should be taken to indicate a cumulative
effect resulting from the choice of several marked options in the syntax of German (among
them extraction from dass clauses and complexity of matrix predicate (vorzuschlagen versucht

hat)).
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extraction in the third construction, the only difference being that CP is extra-
posed prior to removal. Thus, a DP that is in SpecC of the extraposed CP becomes
reassociated with VP as a consequence of CP removal in the extraposed position.
As before, this means that a DP that has reached SpecC of a restructuring infini-
tive ends up in the matrix VP domain without having undergone movement to
that position; and as before, two possibilities arise: First, DP can undergo further
movement in the matrix clause (including scrambling and unstressed pronoun
movement). Second, DP may stay in SpecV; since it has not moved there, the po-
sition is virtually indistinguishable from a base-merged position at this point. I
would like to contend that this second option does indeed have discernible empir-
ical effects: It provides a principled approach to pseudo-scrambling phenomena
as they have been identified by Geilfuf3 (1991).

The relevant observation is that items in immediately preverbal positions in
the third construction do not exhibit the characteristic properties of scrambling
in German; they instantiate what has been called pseudo-scrambling. Geilfufl
(1991) presents evidence from a variety of different phenomena, among them fo-
cus projection, wh-scrambling, scope, non-specific indefinites, directional PPs,
extraction, idioms, and quantifier floating. Let me just briefly address two of
them. First, (30a) shows that maximal focus projection in out-of-the-blue con-
texts is normally impossible with scrambled items; in contrast, (30b) shows that
a pseudo-scrambled DP in the third construction permits focus projection (the
effect goes away again if DP; were to undergo further displacement to a posi-
tion in front of the matrix object). In the present approach, this is accounted
for straightforwardly: focus projection is incompatible with scrambling, and the
pseudo-scrambled DP in (30b) is not moved but transported to matrix SpecV via
reassociation after CP removal.

(30) German
a. #Fritz  hat das MArRchen; einem Kind t; vorgelesen
Fritzy oy has the fairy tale,. a child,,; readto
b. Fritz  hat einem Kind  das MArchen; [yp versucht [ t;
Fritzyoy has a child,r the fairy tale,. tried
vorzulesen ]]
to read to

Second, relative scope illustrates the same effect. Normally, scrambling of one
quantified DP across another one leads to scope ambiguities (see 31a). However,
extremely local pseudo-scrambling from third construction environments does
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not (see 31b). Given the present analysis, DP; in (31b) does not exhibit this prop-
erty indicative of movement for the simple reason that it has reached its position
not by movement, but by reassociation after CP removal.

(31) German

a. Er  hat mindestens ein Geschenk; fast jedem Gast t
heyon has at least one present,.. almost every guestp,r
iiberreicht
given

Readings: 3>V, V >13

b. Er hat mindestens ein Geschenk; versucht [ fast  jedem Gast
heyon has at least one present,.. tried almost every guest
t; zu Uberreichen |
to give
Readings: 3>V, "V >13

To sum up, assuming that the compactness property (§2.1.4), to the extent that
it holds, can be accounted for in one of the ways suggested in the literature, the
empirical evidence for monoclausality highlighted in §2.1 has been derived in
toto.

More generally, I would like to conclude that a Remove-based approach to re-
structuring infinitives embedded under control verbs in German is conceptually
viable and empirically motivated; in fact, an analysis in terms of structure re-
moval would seem to be the only kind of principled approach that captures both
the evidence for biclausality and the evidence for monoclausality in a straight-
forward way. Furthermore, the option of deriving local displacement in restruc-
turing contexts as a consequence of reassociation after removal (rather than by
movement) offers a new look on pseudo-scrambling in the third construction
(and possibly in other contexts as well). All in all, then, it seems to me that there
is every reason to return to classical concepts of restructuring as involving a gen-
uine syntactic reduction of clause size; the core problem with these approaches
- viz., that the analyses were not sufficiently principled and restricted — can be
solved when an elementary operation Remove is identified as the complete mir-
ror image of Merge.?8

%8Needless to say, there are many more aspects of restructuring that will ultimately have to be
addressed, both in German and, particularly, when it comes to extending the analysis to other
languages. Let me just mention two issues that I cannot address here for lack of space. First,
long-distance passivization has played an important role in the development of restructuring
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Abbreviations
AcCC accusative NOM nominative
CED condition on extraction PF phonetic form
domains
. PIC hase impenetrabilit
DAT dative p p y

. . condition
ECM  exceptional case marking

EPP extended projection principle
LF logical form REFL  reflexive

PTCL  particle
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Chapter 10

Rethinking phrase structure

Howard Lasnik

University of Maryland at College Park

Zach Stone
University of Maryland at College Park

We investigate structural properties of two set-theoretic models of phrase struc-
ture, namely the phrase markers of LSLT and bare phrase structure. We demon-
strate that neither set-theoretic model has a nice notion of “substructure” which
is well-behaved with respect to the extension condition. We compare these with
graph- and order-theoretic representations which have well-behaved structure-
preserving maps for characterizing both the extension condition and the operation
Agree.

1 Introduction

We review two models of phrase structure in Generative Grammar and survey
their structural properties with respect to substructures and isomorphism. We
especially look at how these structural notions bear on the extension condition.
Specifically, we show that neither formal representation captures a sufficiently
general form of the extension condition, while the correct properties are captured
straightforwardly both by graph- and order-theoretic representations.

We use standard set-theoretic notation: we sometimes indicate a set by writing
its elements in braces A = {g;};c;; we use the symbol A C Bto represent that every
element of A is an element of B, called a (potentially improper) subset; we use
A = Bto indicate that there is some bijection between the sets; we use A u B to
represent the union of two sets; we use A* to represent the set of all words, or
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strings of finite length spelled from symbols of A; we represent a set-function
f : A — B, or sometimes just A — B.

We discuss substructures and isomorphism somewhat informally, though all
forms of them discussed can be made precise in the language of model theory or
category theory.

2 Phrase markers and reduced phrase markers

Lasnik (2006) briefly points out an issue that arises with respect to the exten-
sion condition (EC), the Minimalist version of the principle of the cycle proposed
by Chomsky (1993), or, more precisely, the deduction of it by Chomsky (2000).
Chomsky (1993: 22) formulated EC as follows:

(1) GT [generalized transformation] and Move a extend K to K’ which
includes K as a proper part.

The Chomsky (2000) rationale for EC is that derivations conform to a con-
dition demanding that there be no tampering by a transformation with already
existing structure. If an item is newly attached at the “top” of a tree, the former
tree is assumed to be completely preserved as a sub-tree by external merge, and
also by internal merge on the copy theory of movement. Here’s a simplified toy
illustration. Start with the tree in (2).

(2) Xp (3)  XP
N N
X YP g XP
/\ N
Y zP X YP
| /\
v4 Y ZP

|
z

Now suppose f is adjoined to XP in accord with (1). The resulting tree is (3),
which clearly includes (2) as a sub-tree, the intended consequence.

But now consider these structures in terms of their set-theoretic representa-
tions, for example, as in LSLT (Chomsky 1975 [1955]). The picture in (2) stands
for the actual object in (4), a set of strings:

(4) {XP,XYP,XYZP,XY Z}
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And the picture in (3) stands for the actual derived object in (5):
(5) {XP, BXP, BXYP, XY ZP, XY Z}

Notice that (4) is in no respect a sub-object, i.e., a subset, of (5). And this is
not because of any special property of the example chosen. It is invariably true
that if we adjoin something to the “top” of an LSLT-style phrase marker (PM),
the resulting set is never a superset of the original. That is, we have dramatically
“tampered” with the original set: It is gone.

It is important to realize that the same conclusion follows on any “purely” set
theoretic implementation of syntactic theory. One other such implementation is
that of Lasnik & Kupin (1977). In that framework as in that of LSLT, a PM is a set
of strings. The difference is that for L&K the PM consists entirely of the terminal
string and “monostrings” (strings comprised of exactly one non-terminal symbol
surrounded by any number of terminal symbols). L&K called their PMs reduced
phrase markers (RPMs). To see that the same conclusion outlined above happens
with RPMs, we need to slightly complicate the example discussed, since there,
it turns out that the PM and RPM are the same. So consider the slightly more
complex tree in (6):

(©) XP
N

I X
/\
X P

Y

P
Y
N
7P
N
WP 7’
/N

|
QP W Z

|
Q

The initial RPM is (7):
(7) {XP,XYP,XYZP,XYWPZ XYQPWZ XYQWZ' XYQZ}

And the derived RPM is (8):
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(8) {XP,BXP,fXYP,fXYZP, FXYWPZ fXYQPWZ fXYQW Z’,
BXYQW Z}

Once again, the initial set is not a subset of the derived set. In fact, as with the
LSLT PMs, there is no obvious simple set-theoretic relation at all between them.

This is a special case of a more pervasive limitation of such purely set-theoretic
formalizations: constituents are never sub-structures (subsets in this instance),
nor are many core syntactic configurations, such as the template for a specifier.

Surprisingly, attaching at the very “bottom” does yield a superset of the initial
set, the exact opposite of the evidently desired result. We illustrate this beginning
with the simple structure in (2), repeated here, followed by the RPM (which, as
noted earlier, is identical to the LSLT PM in this case):

9)  XP

AN

X YP

/N

Y ZP

Z
(10) {XP,XYP,XYZP,XYZ}
This time, adjoin f at the bottom, in extreme violation of EC:
(11) XP

O
.

2

The new set is (12):

(12) {XP,XYP,XYZP,XYZ XY BZ}
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But surprisingly this time the original object is not tampered with as (10) C (12).
It is safe to conclude, then, that if Chomsky’s deduction of EC is to be maintained,
neither classic set-theoretic formalization of phrase structure is appropriate.

In summary, while producing the “wrong” result, RPMs have a well-defined
notion of substructure. For example, (10) C (12) is a subset relation, and the defin-
ing relations of an RPM - precedence and dominance — are “preserved” by this
inclusion (for example, the monostring X YP dominates the monostring X Y ZP
in (10), as does the corresponding monostring in (12)).

There is also a clear notion of isomorphism between RPMs, which will be im-
portant in §3.2. Roughly, if N and M are two sets of nonterminals and T and S
sets of terminals, a pair of bijections f : N - Mand g : T — S extends to
a bijection between sets of strings (f + g)* : (N uT)* —» (M u S)* (replacing
each nonterminal symbol A in a string from (N u T)” with f(A) and each termi-
nal symbol ¢t with g(t)) and hence between monostrings. Given such bijections,
we can compare RPMs F and G consisting of monostrings from (N u T)* and
(M u S)*, respectively, by using the bijection (f + g)* restricted to F ¢ (N u T)*
and G C (M u S)” (if possible). We could say that two RPMs F and G over (N, T)
and (M, S) respectively are isomorphic if we can rename monostrings from F as
monostrings in G along the bijection, and vice-versa (using the inverse of (f+g)*
restricted to G — F), extending to a bijection F = G, such that two monostrings
¢ and ¢ in F are in a precedence or dominance relation exactly when the corre-
sponding monostrings in G are.

Before proceeding, we note in passing that it is not only the case that in the
LSLT model, attachment at the top does not “preserve structure”, but also that
attachment at the top is literally impossible, at least for a transformation. Trans-
formations in that framework consist of a structural analysis (SA) and a SC (struc-
tural change). The former determines whether the T is applicable to a particular
PM, while the latter indicates the operation to be performed. An SA is a sequence
of “terms”, each term a (string) variable, a constant (i.e., a syntactic symbol), or a
linear combination of any of the preceding. Consider Chomsky’s auxiliary trans-
formation “affix hopping” as presented by Chomsky (1957). The following is one
of a family of 20 SAs embodied by the T:

(13) X-past-V-Y

Applicability is determined by comparing the SA with the members of the
set to establish satisfaction. Any string satisfies a variable, while a constant is
satisfied only by that very symbol. The T with SA in (13) is applicable to the PM
pictorially represented in (14).
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(14) S

N

NP VP

NPging Verb

VAN

John Aux V

C walk

past
The PM is in (15).

(15) {S, NP VP, NP Verb, NP Aux V, NP Aux walk, NP C V, NP C walk, NP past V, NP
past walk, NP, VP, NP, Verb, NP, Aux V, NP, Aux walk, NP, CV,
NP, C walk, NP, past V, NP;,, past walk, John VP, John Verb, John Aux V,
John Aux walk, John C V, John C walk, John past V, John past walk}

In this case, applicability of the transformation is established by any of 3 mem-
bers of the set:

(16) NPpastV ~ NPgp, past V. John past V

Notice that every member of any PM has symbols in a linear order; every pair
of symbols in a member are in the precedence relation. Thus, the symbols in any
SA are likewise necessarily in a linear order. Thus, a symbol can adjoin to one
that follows it (as in affix hopping, where past will adjoin to V), or to one that
precedes it. The result of the operation is in (17).

(17) S

T

NP VP

NPging Verb

| N

John Aux \Y

N

C V  past

walk
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An operation that would adjoin a symbol to a dominating symbol is literally
unstatable. But any singulary movement T satisfying the extension condition
would have to do exactly this. Suppose, for example, we wanted to apply a C
fronting type operation (something like Chomsky’s Tg) to (14), but which would
left-adjoin C to S (in accord with EC), as pictured in (18):

(18) S
/\
C S
| T
past NP VP

NPging Verb

PN

John Aux V

walk

In the LSLT formalism C and S would both have to be mentioned in the SA. So
perhaps the SA could be (19a) or (19b):

(19) a X-S-C-Y
b. X-C-S-Y

But now look again at the PM (15) to which we would want to apply (19). There
is no member of that set that contains both S and C, so the transformation could
never apply. This example is completely representative. No movement transfor-
mation in the LSLT framework would ever be able to apply in accord with EC.!

Interestingly, the L&K framework also forbids EC-satisfying operations, but
only by stipulation. Within that model, as noted above, the phrase markers are
RPMs, sets consisting of the terminal string and monostrings. Determination of
transformational applicability then has to be somewhat different. In particular, it
is small sets of monostrings, rather than single ones, that are relevant. L&K pro-
vide a definition of precedence between monostrings, and then simply stipulate
in their definition of “basic analyzability” that any qualifying set of monostrings

!As a reviewer observes, older formulations of the cyclic constraint, as in Chomsky (1965) or
the strict cycle condition of Chomsky (1973), do not run into this difficulty, since they only
required operations to target topmost domains, and not the root per se.
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must be pairwise in the precedence relation. That line of their definition can be
eliminated leaving the remainder intact. The effect of this simplification would
be to allow a set of monostrings not in the precedence relation, and hence in the
dominance relation, to qualify. And this, of course, would allow EC-satisfying
operations.

3 Bare phrase structure

Bare phrase structure (BPS, Collins & Stabler 2016 (C&S); Chomsky 2000; Fukui
2011) takes an alternative approach to phrase-markers. BPS uses the set-theoretic
e-relation to describe constituency. We fix the instantiation of BPS described in
Chomsky (2000; 2008) and formalized in C&S.

In these models, MERGE is a structure-building operations which takes two
objects A and B and forms {A, B}.? From this definition, we can recover an “im-
mediately contains” relation between the objects A and B and {A, B} by using the
elementhood relation. Explicitly, we say that X is immediately contained in Y if
and only if X € Y.? General containment is defined as the transitive closure of
this relation. Explicitly, we can inductively define containment by saying that X
is contained in Y if X € Y or X € Z for some Z contained in Y.

Strictly speaking, this is a relation which is defined on the entire model of the
ambient set theory, not on a single set X which represents a single syntactic ob-
ject, as in the case of the precedence and dominance relations between elements
of an RPM. That is, containment is a relation between sets in the entire class of
sets, not between elements (“nodes”) of a single syntactic object. Accordingly, a
substructure with respect to the € relation refers not to a subset of any object in
the model, but rather to a submodel of the model of set theory.4

It is straightforward to show that constituents are not in general subsets of a
BPS syntactic object X.

(20) Let A, B, C, and D be lexical items or complex syntactic objects.
Construct X = MERGE(A, MERGE(B, MERGE(C, D))) = {A, {B,{C, D}}}. Then,
{C, D} is contained in X, but {C, D} ¢ X.

As syntactic objects X are also not models of set theory, but rather the elements
of such a model, the submodel relationship which preserves the € relation also
cannot be the correct notion of substructure for syntactic objects.

2C&S, Def. 13.
3C&S, Def. 8.
*Chang & Keisler (1990).
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We now present arguments that the € relation, and its transitive closure, while
providing an accurate characterization of the containment relation,” do not pro-
vide a substructure relation between syntactic objects. Unfortunately, constitu-
ency cannot be used to determine the appropriate notion of substructure, since,
in trees, “A contains B” is coextensive with “the constituent dominated by B is a
substructure of the constituent dominated by A”. In other words, we cannot tell
the containment relation apart from substructure inclusions between constitu-
ents. However, in slightly relaxed notions of substructures, € is clearly behaving
as a primitive containment relation between nodes, and not a substructure inclu-
sion. We turn to some motivating examples.

In C&S, lexical items are treated as a triple of sets of features (sem, syn, and
PHON). The features of a syntactic object X are formalized externally with a TRIG-
GERSs function. C&S keep track of which features have been satisfied by removing
elements from the sets of features associated to X via TRIGGER. Chomsky sug-
gests in Categories and transformations (CT, 1995: Chapter 4) that certain formal
features may be erased upon satisfaction, or at the interfaces.® We first look at
how C&S formalize their calculus of features. C&S’s feature calculus is meant to
capture this intuition.

(21) (C&S Def. 26) TRIGGERS is any function from each syntactic object A to a
subset of the trigger features of A, meeting the following conditions:

i. If Aisalexical item with n trigger features, then TRIGGERS(A) returns
all of those n trigger features. (So when n = 0, TRIGGERS(A) = {}.)

ii. If Aisa set, then A = {B,C} where TRIGGERS(B) is nonempty, and
TRIGGERS(C) = {}, and TRIGGERS(A) = TRIGGERS(B) — {TF}, for some
trigger feature TF € TRIGGERS(B). Otherwise, TRIGGERS(A) is
undefined.

iii. Otherwise, TRIGGERS(A) is undefined.
This goes hand in hand with their definition of triggered merge.

(22) (C&S Def. 27) Given any syntactic objects A, B, where TRIGGERS(A) # {}
and TRIGGERS(B) = {}, MERGE(A, B) = {A, B}.

The idea is that two items may only merge when one has remaining trigger
features, and the other does not. If defined, the trigger features of {A, B} are

*Ignoring issues relating to “occurrences” of lexical items — i.e. non-tree structures resulting
from the elementhood graphs of sets.

®Chomsky (1995: 280): “Erasure is a ‘stronger form’ of deletion, eliminating the element entirely
so that it is inaccessible to any operation, not just to interpretability at logical form (LF).
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just those of the triggering object A with the triggering feature removed. No-
tice, however, that TRIGGER keeps track of the feature changes externally, in that
no features of heads contained in A or B are changed. Under such a method, the
set-theoretic structure of syntactic objects alone does not encode the featural
changes. We want to “internalize” the feature calculus so that MERGE actually
results in changes in the structure of the objects it combines.

We have at least two reasonable options for formally realizing these notions
of erasure/deletion within a syntactic object itself: by removing the element in
question from the syntactic object, or by changing the element in some way
which marks it as inoperative. We will show that either method results in an
object which the € relation and its transitive closure both fail to treat as related
to the original object in any straightforward way. We will extend the argument
to cases of AGREE.

3.1 Method one: Removal of the feature

For any sets A and B, we can construct a set A— B = {a € A : a ¢ B}, their
difference, which removes B-elements from A.

Let A be a lexical item and X and Y be syntactic objects (lexical items or oth-
erwise). We treat lexical items as in CT, where A is literally a set of features.
Take the syntactic object MERGE(A, Y) = {A,Y}.” Suppose that when this object
is merged with X, a feature of the head A is checked, removing f € A, resulting
in the object {X,{A — {f},Y}}. Alternatively, if features are not deleted in syntax,
we may say that some interface only sees the structure {X,{A — {f},Y}}, which
should be a substructure of {X,{A,Y}}.

In the first case, we should like to describe in what sense {A — {f},Y} is a sub-
structure of {A, Y} in that they have the same phrase structure, with the former
simply missing a feature of the latter, so that we can state a form of the EC. In
the second case, we should like to describe how {X,{A —{f},Y}} is a substructure
of {X,{A,Y}}.

As expected, a subset relation fails to hold in both cases: {X,{A — {f},Y}} ¢
{X,{A, Y}, and {A — {f},Y} ¢ {A,Y}. However, there is also no containment
relation between the syntactic objects. In fact, there is no straightforward set-
theoretic relation between these objects. While a subset relation {A — {f} C A}
does hold, {A—{f},Y} ¢ {A,Y}. More generally, for any constituent M containing
a head A from which we remove a feature, the resulting constituent M’ will sim-
ply be a distinct set from M (often with the same number of elements as M). In

"For simplicity, we delete no features in the first step, though the argument still holds if we do
remove a feature of A (or Y) during this first step.
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10 Rethinking phrase structure

this example, {X,{A — {f},Y}} and {X, {A, Y}} have the same number of elements,
though A and A — {f} do not, assuming A is finite.

On the other hand, there are canonical ways to draw graph-theoretic objects
from well-founded sets. One method produces trees: draw a set X as a root, and
write all of its elements as immediate daughters. We repeat the process at each
child, writing the same element multiple times if necessary. This process is de-
scribed in Aczel (1988).

(23) {XAA Y}
/\
X {A Y}
/\
elements contained in X A Y
TR
a, .. f .. a, elementscontainedinY

A graph can be defined as a set X together with a relation R C X x X. For syn-
tactic objects K, we can define a set X of occurrences of contained elements, with
R € X x X being the immediate containment relation between the appropriate
occurrences; see C&S (§4, Def. 18) for a formal treatment.

We can define a subgraph relation between two graphs (X, R) and (Y, S) if X C
Y and we have a relation xRx’ for x, x” € X if and only if xSx” in Y. We can then
form the graph-theoretic tree associated to {X,{A — {f},Y}}, which is clearly a
subgraph of the graph in (23). We could similarly use the containment relation in
place of the immediate containment relation, which would describe the syntactic
objects as partially ordered sets, with the substructure relation being a subspace
inclusion of finite partial orders.

3.2 Method two: Changing (the value of) a feature

Changing the “value” or otherwise adding diacritical marks to an element is an-
other way to formally represent the status of a feature in a syntactic object.

In this case, suppose that we have again constructed {A, Y} which we intend
to merge with X in a way which will alter a feature f € A. This alteration could
be realized as a bijectionm : A — A’, where A’ is the same set as A, except the
feature f has been replaced by ?, the “inoperative” form of f.

However, {A, Y} is not a subset of {X,{A’, Y}}, nor do we have a containment
relation between the two sets. Much like subsets are not the relevant notion of
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substructure for BPS sets, neither will bijection be the appropriate notion of iso-
morphism. For, depending on whether we allow MERGE to combine identical sets
or not, every BPS set will have cardinality 1 or 2, and hence be in a bijection
with the set 1 = {0} or 2 = {0, 1}. So while {A’,Y} and {A, Y} are “isomorphic” in
that there is a bijection between them, so are they both isomorphic to {X,{A,Y}},
showing that this is not the correct notion of “isomorphism” between the objects,
in that it totally ignores constituency.

Again, we may convert {A, Y} and {X,{A’,Y}} into graph- or order-theoretic
trees. We can define an isomorphism between graphs (X, R) and (Y, S) as a bijec-
tionm : X — Y such that xRx” in X if and only if (mx)S(mx”") in Y (or similarly,
an isomorphism of partial orders as a bijection m : P — Q such that x < x’
in P if and only if m(x) < m(x") in Q). Using these definitions, two graph- or
order-theoretic trees (X, R) and (Y, S) will be isomorphic if and only if they have
the same number of nodes with the same constituency relations.® Using this def-
inition, the graphs associated to {A, Y} and {A’, Y} will be isomorphic, such that
{A, Y} is isomorphic to a subgraph of {X,{A’,Y}} in the appropriate way.

Alternatively, we might think of this “value” or “activity” as a property of a fea-
ture which is explicitly part of its structure. This again has a straightforward for-
malization when the syntactic objects are graphs: we define a graph-with-value
as a graph (X, R) together with a function v : X — {T, L} where we interpret
v(x) = T as meaning “x is inactive”. We define a homomorphism between graphs-
with-values f : (X,R,v) = (X’,R’,v’") as a graph homomorphism such that if
v(x) = T, then v/(f(x)) = T, ie. inactive features stay inactive, but active fea-
tures may be deactivated. Using this structure, the inclusion of an operand A into
larger object X, while deactivating a feature in A, would be a homomorphism.

3.3 Agree

The above examples showed that the feature-deletion and feature-valuation
methods of modeling MERGE do not lead to substructure embeddings or homo-
morphisms between BPS sets in any obvious sense. In contrast, relations between
derived syntactic objects are straightforward when represented as graphs (possi-
bly with extra structure). Chomsky (1999) has a “valuation” version of agreement,
which is subject to similar analysis as the valuation case for selection above. We
look now at a feature-sharing approach to agreement, and similarly show that the
structural relation between the input structures and output structures is given

8Though, this ignores the “occurrence” relations which indicate which nodes are “copies” of
others. On the other hand, the multidominant picture of a tree, called the canonical picture in
Aczel (1988), and given in Fig. 3 in C&S, would not have this issue, and could be used instead.
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10 Rethinking phrase structure

straightforwardly by graph homomorphisms, while there is no clear associated
notion for sets.

Frampton & Gutmann (2000) give an explicit architecture for agreement as
feature-sharing using the set-theoretic structure of BPS:

Consider [(24)] and suppose that Agree applies to the pair of nodes.
(24) {Num,, Casey, ...}, {Pers, Num,, Cases,...}

[...] suppose that Agree induces feature sharing, so that matching features
coalesce into a single shared feature, which is valued if either of the coalesc-
ing features is valued. So [(24)] produces:

(25) {Numyg, Casey, ...}, {Pers, Numg, Case,...}

The value of Numyg is the coalescence of the values of Num; and Numy. The
value of Case; is the coalescence of the values of Case, and Cases. New
indices were chosen, but index 6, for example, could just as well have been
1 or 4. The choice of index is not a substantive question, assuming that it is
suitably distinguished.

If the two coalescing features are both valued to start with, it is not clear
that the result is coherent. But this will never arise, because Agree is driven
by an unvalued feature. A picture will make the idea clearer. Agree takes
[(26a)] into [(26b)], assuming that none of the features indicated by the
ellipsis marks match.

(26) a. b.

A B A B
Num Case.. Per Num Case ... Agree Per Num Case ...

g 0 0 B k] 0 - (3] [er] [

(Frampton & Gutmann 2000)
The arrow “Agree” in Frampton & Gutmann’s figure can clearly be viewed as a

pair of graph homomorphisms from each graph on the lefthand side to the graph
on the righthand side, or as single graph homomorphism from the “structured
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disjoint union™ of the graphs on the lefthand side to the graph on the righthand

side. If we view the valuations as properties attached to the nodes of the graph,
then we can additionally view this map Agree as a graph homomorphism which
preserves those properties (e.g. a PL node gets taken to a PL node).

However, it is again difficult to describe the relationship above when we view
the objects as BPS sets. Usually at least one of A or B above will be in a phrase
when agreement is applied. Suppose it is B, and we have B € ... € X. We intend
to construct from A and X an object {A’, X}, where A” and X’ are exactly A
and X, but where the number and case features have been replaced accordingly.
Again, we will have no subset, containment, or other obvious set-theoretic rela-
tion between A or X and {A’, X'}.

Another application of isomorphism appears implicitly here. Frampton & Gut-
mann note that the specific index for the element representing the shared fea-
ture does not matter, so long as it is suitably distinguished. Again, while the set-
theoretic statement of this is somewhat complex (and relies on knowing the spe-
cific indices used elsewhere in syntactic objects contained in the current one), the
graph-theoretic notion is quite elegant: the righthand side above is determined
up to isomorphism of graphs (possibly with values assigned to nodes).

4 The extension condition in the theory of phrase
structure

Using LSLT phrase markers, constituents do not arise as substructures in any
straightforward way. Accordingly, even if we allow operations which have the
effect of the EC, it will not be strictly true that the inputs to the operation are
substructures of the output.

In BPS, if we represent feature-changes at all in syntactic objects, either by
means of deletion or alteration, it is no longer straightforward in what sense
the inputs to MERGE are substructures of or are contained in the output. C&S and
Chomsky (2000) only avoid this problem by not annotating the “feature-updates”
in the syntactic objects themselves, the former by keeping track of the features in
“scoreboard” sets external to the syntactic object (though relevant to determining
properties of it, such as labeling), where the latter does not address the treatment
of features in syntactic objects formally at all.

If we choose the second method which “alters” features, and implement it in
the syntax, then the input {A, Y} to MERGE will not be a substructure of the output

Formally, this is the coproduct of graphs in the category of directed graphs.
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{X,{A’, X}} or immediately contained in it. Similarly, no substructure of {A,Y}
will be contained in {X,{A — {f},Y}} if the first method is used in syntax. Both
lead to complications in stating the extension condition for BPS.

However, BPS sets can be viewed as an “encoding” of graphs or partial orders
using some canonical translation of them. These graphs essentially arise from
constructing a set of elements contained in a syntactic object X (possibly with
occurrences), and restricting the € relation between sets to this set. In C&S, many
of the important structural properties of syntactic objects - e.g. c-command, rel-
ative minimality and maximality (of projections), and specifiers — are similarly
defined not on a syntactic object X itself but the associated graph of occurrences
of elements contained in X, using a relation based on € as its “edge relation”. Ac-
cordingly, the graph- and order-theoretic representation of BPS objects provides
a coherent notion of substructure and isomorphism, which makes statement of
the EC straightforward using either method described above.

Pure set-theoretic representations limit the distinctions that can be made. To
the extent that human language does not rely on the encoding of the mathemat-
ically unavailable distinctions, we should favor a theory based on such represen-
tations, as we want to limit the descriptive power of the theory as much as is
empirically possible, in line with the general Chomskian program. But where we
do need to make such distinctions in a full account of human language, we must
move to a richer theory of representations, as we have explored here. Studying
substructures and isomorphism as they can be used to state the EC provide just
one example of how understanding formal properties of the representation of
syntactic objects can clarify the relationship between structure-building opera-
tions and the properties of the syntactic objects themselves.

Abbreviations

3 third person PM phrase marker

BPS bare phrase structure RPM  reduced phrase marker
EC extension condition

LF logical form SA structural analysis

PL plural SC structural change
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Chapter 11

Strong and weak “strict cyclicity” in
phase theory

Angel J. Gallego

Universitat Autonoma de Barcelona

This paper explores the possibility that the no tampering condition (NTC) is elimi-
nated in favor of a strong version of the phase impenetrability condition (PIC). This
possibility is welcome on theoretical grounds, given the redundant nature of the
NTC and the PIC. I review empirical evidence indicating that the (original formu-
lation of the) NTC is violated phase-internally, a possibility that does not extend
to the PIC. In so doing, I also consider the weak version of the PIC discussed in
Chomsky (2016).

1 Efficient computation

Generative Grammar has endorsed various economy principles (from Chomsky’s
1975 [1955] traffic convention to Chomsky’s (1995) minimal link condition, going
through many others). All such proposals adhere to a “least effort” desideratum
attributed to the syntactic computation of the faculty of language. Within the
Minimalist program (MP), the basic structure-building operation is Merge — the
only one that “comes free,” without justification (Chomsky 2001: 3; 2008: 137).

Assuming it operates without bounds, Merge takes two objects, o and B, to
construct a new object, y. Additional applications of Merge target y, which is the
only object left in the derivation (Chomsky 1995: 243), to yield y’, and then y”,
and so on and so forth — again, without bounds:!

"In Chomsky (2007: 11; 2008: 139) it is assumed that the free nature of Merge follows from
LIs having an EDGE FEATURE (EF) that is undeletable and can thus give rise to an unbounded
application of Merge. I will not assume EFs. Apart from the empirical advantage of dispensing
with EFs (they have no realization in any language, so they are a purely theory-internal device),

Angel J. Gallego. 2020. Strong and weak “strict cyclicity” in phase theory. In Andras
Barany, Theresa Biberauer, Jamie Douglas & Sten Vikner (eds.), Syntactic architecture
I and its consequences II: Between syntax and morphology, 207-226. Berlin: Language
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(1) a Merge(a, B) = {a, B}
b. Merge(A, y) = {A, v}

c. Merge(y,Y') ={{, Y’}

That a and P are no longer available was expressed in the following passage:

Applied to two objects o and 3, Merge forms the new object K, eliminating
a and f. (Chomsky 1995: 243, my emphasis)

A Merge-based system is enough to capture the property of cycricity, that is,
“in essence, the intuition that the properties of larger linguistic units depend on
the properties of their parts” (Chomsky 2012: 1).2 It is easy to see that a cyclic
system will be largely compositional (Chomsky 2007: 5; 2012: 2): if computation is
meaningful in an efficient manner, the interpretation of a given linguistic object
will not be changed later on, which corresponds with “the general property of
STRICT cycLICITY” (Chomsky 2007: 5). Therefore, whereas cyclicity follows from
Merge alone, strict cyclicity requires something else — the mere existence of such
an operation does not in and of itself guarantee the conservation of the already
assembled structure. This is the natural scenario where MP invokes so-called
third factor conditions, which fall into two broad categories (Chomsky 2005):

(2) Third-factor conditions

a. Principles of data analysis that might be used in language acquisition
and other domains;

b. Principles of structural architecture and developmental constraints
that enter into canalization, organic form, and action over a wide
range, including principles of efficient computation, which would be
expected to be of particular significance for computational systems
such as language. It is the second of these subcategories that should
be of particular significance in determining the nature of attainable
languages. (Chomsky 2005: 6, my emphasis)

this allows us to dispense with the technical problems discussed in Narita (2014), related to the
lack of EF percolation.

%As an anonymous reviewer observes, this is not the case if Merge allows, e.g., countercyclic
infixing of SPEC-T after C has already been merged (see Chomsky 2008), or Parallel, Sidewards,
Late, etc. Merge. Cf. Chomsky et al. (2019) and references therein for discussion.

*0Of course, the interpretation of “Mary” is different in Someone called Mary and Mary called
someone. That the interpretation of a given SO cannot be changed should thus be restricted
to a post-Merge scenario, a possibility that is not entertained in feature-based approaches to
theta-roles.
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11 Strong and weak “strict cyclicity” in phase theory

Different conditions have been put forward in order to capture the idea that
linguistic objects generated by the syntactic computation cannot be changed
(where change covers a wide range of possibilities: deletion, feature-valuation,
late-insertion, tucking-in, etc.), especially by adding ad hoc symbols or perform-
ing operations that depart from least effort metrics. This is precisely the role
played by the INcLUSIVENESs cONDITION (IC, Chomsky 1995: 228), the NO TAM-
PERING CONDITION (NTC, Chomsky 2008: 138), and the PHASE IMPENETRABILITY
conNDITION (PIC, Chomsky 2000). Putting details aside, IC, NTC and PIC all play
a similar role in the current model, which was already noted by Juan Uriagereka
in his annotated version of Chomsky (2001):

So the Extension Condition [still holds]. This is somewhat surprising, given
the [adoption of] “tucking-in” in Chomsky (2000). In effect, we have several
things ensuring the cycle. The EC, in a radical way for the upward boundary
of the phrase marker; the PIC for a kind of downward boundary, beyond
which the system doesn’t see any further operations; the idea of interpre-
tation/evaluation at the strong phase in addition to both of these, as the
derivation unfolds; and, finally, the phase-like access to the Numeration.
Much room for improvement and unification ...

(Uriagereka 1999a, my emphasis)

Such a redundant scenario is not expected, if only at a purely methodological
level. This note argues that (the strong version of) the NTC can be subsumed
under the PIC, given that local (phase-internal) modification is possible.* Discus-
sion is divided as follows: §2 reviews the different conceptions of the NTC that
have been entertained within MP and the empirical problems that have been ob-
served for it; §3 turns its attention to the PIC, focusing on the recent possibility
that the complement of a phase does not leave the computation (Chomsky 2008;
2016); in §4, I argue that (the strong) NTC can be eliminated adopting a strong
version of the PIC, whereby transferred computation is forgotten (literally ex-
punged), yielding a straight version of strict cyclicity; §5 summarizes the main
conclusions.

2 Merge and the NTC

There is a very close relationship between Merge and the NTC on the one hand,
and between Transfer and the PIC on the other (as we will see in more detail

4Probably, the same can be said of the IC, by simply observing that labels, indices, traces, and
similar devices are not part of any I-language.
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in §3). In fact, I would like to underscore the fact that, whereas Transfer and the
PIC (as well as the operations of Feature Inheritance (FI) and Agree)® apply at the
phase level, Merge and the NTC do not invariably so (Chomsky 2007: 17; 2008:
143; 2013: 40, 42). I state this correlation as follows, which I would like to build on
to argue that there is a deep connection between the phase-based architecture
and the (mildly) context-sensitive nature of the Faculty of Language (cf. Chomsky
1956; Uriagereka 2008):°

(3) a. EM = context-free
b. IM/Agree/Transfer = (mildly) context-sensitive

In what follows I would like to briefly review the different formulations of the
NTC. As the reader will see, the conclusion will be that there are various situa-
tions where a weak version of the NTC must be assumed, not only for operations
like FI or Agree (Chomsky 2007: 19, fn. 26),” but also for Merge.

In Chomsky (2000; 2001; 2004; 2005), no explicit mention to the NTC is made.
Instead, the ExTENSION cOoNDITION (EC) is responsible for capturing the idea that
Merge always applies to the edge of an SO. Thus, EC makes sure that, given {a,
B}, a new element § can only be merged as in (4a), not (4b), which would be
counter-cyclic.

4 a {5 {o B}
b. {{o, 3}, B}

Chomsky (2000: 136) discusses these options, noting that (4a) satisfies the EC
whereas (4b) satisfies Local Merge. In the same breath, he notes that

weaker assumptions suffice to bar [(4a)] but still allow Local Merge under
other conditions. Suppose that operations do not tamper with the basic re-
lations involving the label that projects: the relations provided by Merge
and composition, the relevant ones here being sisterhood and c-command.
(Chomsky 2000: 136)

°T assume that Agree actually implies a complex set of operations: Feature Inheritance, Match,
Valuation and Deletion. Deletion is meant to cover erasure of uninterpretable ¢-features, but it
can also be applied to heads, as in Chomsky’s (2015) analysis of that-deletion. Cf. Epstein et al.
(2016) alternative in terms of phase-cancellation. Cf. Gallego (2014) for an alternative approach
to FI, with interesting consequences for Chomsky’s (2015) analysis of the EPP, discussed in
Gallego (2017).

STt is typically assumed that all operations but EM apply at the phase level, simultaneously
(Chomsky 2004: 116; 2005: 19; 2007: 17; 2008: 155). This raises questions for derivational systems,
where the application of rules is ordered, as in Chomsky (2015).

"FI is reinterpreted as copying in Chomsky (2013: 47). This also departs from the strong NTC
(unless we adopt the formulation in Gallego 2014).
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Chomsky (2000: 137) goes on to argue that “derivations then observe the condi-
tion [(5)], a kind of economy condition, where R is a relevant basic relation”.

(5) Given a choice of operations applying to a and projecting its label L,
select one that preserves R(L, y)

(5) holds in general, except for head adjunction. In the case of XP merger,
Chomsky (2000) observes that EC must be satisfied for second-Merge, but not
for subsequent applications or Merge — the creation of specifiers, which amounts
to accepting tucking-in (Richards 1997).

In Chomsky (2004), it is explicitly noted that the EC can come in a strong and
a weak version, the latter accepting deviations from (5):

Cyclicity of derivation requires that Merge to a always be at the edge of
a, satisfying an extension condition, strong or weak (“tucking in”) [...] There
appears to be one significant counterexample to cyclic Merge: late insertion
of adjuncts [...] Elementary considerations of efficient computation require
that Merge of o to § involves minimal search of B to determine where o
is introduced, as well as least tampering with J3: search therefore satisfies
[Local Merge], and Merge satisfies an EC, with zero search. One possibility
is that  is completely unchanged (the strong EC); another natural possibility
is that a is as close as possible to the head that is the label of B, so that any
Spec of f now becomes a higher Spec (“tucking in,” in Norvin Richards’s
sense). Further questions arise under Merge with multiple Specs. Assume
some version of the EC to hold, in accord with SMT. (Chomsky 2004: 109,
my emphasis)

The NTC is first introduced in Chomsky (2005), when discussing conditions
of efficient computation. What I would like to capitalize on from the following
quote is how similar NTC and PIC are, in the sense that the former appears to be
related to the fact that what has been constructed in the course of a derivation
can be forgotten; this is relevant, since this is typically the hallmark of the PIC.

One natural property of efficient computation, with a claim to extralinguis-
tic generality, is that operations forming complex expressions should con-
sist of no more than a rearrangement of the objects to which they apply,
not modifying them internally by deletion or insertion of new elements. If

¥This is what Lasnik & Uriagereka (2005: Ch. 2) and Epstein et al. (2012: 256) refer to as Law of
Conservation of Relations.
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tenable, that sharply reduces computational load: what has once been con-
structed can be “forgotten” in later computations, in that it will no longer be
changed. That is one of the basic intuitions behind the notion of cyclic com-
putation. The EST/Y-model and other approaches violate this condition ex-
tensively, resorting to bar levels, traces, indices, and other devices, which
both modify given objects and add new elements. A second question, then,
is whether all of this technology is eliminable, and the empirical facts sus-
ceptible to principled explanation in accord with the “no-tampering” condi-
tion of efficient computation [...] Assuming the NTC that minimizes com-
putational load, both kinds of Merge to A will leave A intact. That entails
merging to the edge, the EC, which can be understood in different ways, in-
cluding the “tucking-in” theory of Richards (1997), which is natural within
the probe-goal framework of recent work, and which can also be interpreted
to accommodate head adjunction. (Chomsky 2005: 11, 13, my emphasis)

Notice that what this says is that the NTC is a third-factor condition on the way
Merge operates.” More precisely, the NTC guarantees that when Merge applies
to o and P, we obtain a new SO, y, which can then be merged with further objects.
So, for instance, if y is merged with §, given that a and B themselves are gone
from the computation, the only way for this to happen is by forming {y, 8}. This
way, Merge must be to the edge as it cannot tamper with the objects it applies
to — in the case at hand, Merge cannot break up y or tamper with it.

What is relevant about Chomsky (2008) is the discussion of certain situations
that threaten the strong NTC: FI and the analysis of subject raising to SPEC-T.

A natural requirement for efficient computation is a “no-tampering condi-
tion” (NTC): Merge of X and Y leaves the two SOs unchanged. If so, then
Merge of X and Y can be taken to yield the set {X)Y}, the simplest possibil-
ity worth considering. Merge cannot break up X or Y, or add new features
to them. Therefore Merge is invariably “to the edge” and we also try to
establish the [IC] dispensing with bar levels, traces, indices, and similar de-
scriptive technology introduced in the course of derivation of an expression
[...] Note that SMT might be satisfied even where NTC is violated - if the
violation has a principled explanation in terms of interface conditions (or
perhaps some other factor, not considered here). The logic is the same as in
the case of the phonological component, already mentioned [...] The device
of inheritance [...] is a narrow violation of NTC. The usual question therefore

°This formulation states that the NTC is Merge-sensitive alone, which opens the door for con-
ditions being sensitive to independent operations.
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arises: does it violate SMT? If it does, then the device belongs to UG (per-
haps parametrized), lacking a principled explanation. But the crucial role it
plays at the C-Tinterface suggests the usual direction to determine whether
it is consistent with SMT though violating NTC. If the C-I interface requires
this distinction, then SMT will be satisfied by an optimal device to establish
it that violates NTC, and inheritance of features of C by the LI selected by C
(namely T) may meet that condition. If so, the violation of NTC still satisfies
SMT. (Chomsky 2008: 138, 144, my emphasis)

Chomsky (2007; 2008) assumes that ¢-features are generated in phase heads,
from which they are downloaded (downward percolation) to non-phase heads.
Following Richards (2007), the process is taken to be mandatory under the PIC:
Since these features must be deleted, they must end up in the Transfer domain.!
FI has consequences for the analysis of raising-to-subject, as discussed by Ep-
stein et al. (2012). In particular, suppose the derivation of Don Quixote fought the
windmills is as depicted in (6):

(6) a. {Don Quixote, {v*{fought, {the,windmills}}}} = v*P

b. Merge (T,v*P) = {T, {Don Quixote, {v*{fought, {the,windmills}}}}}
Merge (C,TP) = {Co, {T, {Don Quixote, {v*{fought, {the,windmills}}}}}}
d. FI(CT) ={C, {T¢, {Don Quixote, {v*{fought, {the,windmills}}}}}}

e. IM (DQTP) = {C, {Don Quixote, {T¢, {t, {v*{fought, {the,windmills}}}}}}

e

The problematic steps in (6) are (d) and (e), but (¢) more clearly so. As Epstein
et al. (2012) discuss, the original (SPEC-less) TP must be disconnected from C so
that the external argument (EA) Don Quixote undergoes IM with it; when this
new (SPEC-ful) TP is created, and it is then reconnected to C. The operation is
thus ternary, in that Merge must target the EA, TP, and C. Noam Chomsky (p.c.)
notes that this is a narrow extension of Merge, but does not depart from it in the
way head movement does, since the EA is merged with TP, which it is a term of.

So far, as we can see, a key trait of NTC/IC-constrained Merge (o, ) is that a
and P cannot be modified: they are left unchanged, no features, indices, etc. can
be added to them by Merge. Chomsky (2007) gives another twist by noting that
while Merge cannot modify a or 3, some subsequent operation might:

10 As pointed out in footnote 7, Chomsky (2013) suggests that FI is actually a form of copying. If
correct, FI could simply be reduced under the copy theory of movement, as argued in Gallego
(2014).
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Merge (X1,...,Xn) = Z, some new object. In the simplest case, n = 2, and there
is evidence that this may be the only case (Richard Kayne’s “unambiguous
paths”). Let us assume so. Suppose X and Y are merged. Evidently, efficient
computation will leave X and Y unchanged (the no tampering condition
NTC). We therefore assume that NTC holds unless empirical evidence re-
quires a departure from SMT in this regard, hence increasing the complexity
of UG. Accordingly, we can take Merge (X,Y) = {X,Y}. Notice that NTC entails
nothing about whether X and Y can be modified after Merge [...] Under NTC,
merge will always be to the edge of Z, so we can call this an edge feature
EF of W. (Chomsky 2007: 8, my emphasis)

This observation can probably be related to Chomsky’s (2015: 10-11) analysis
of phase-head deletion (de-phasing), which triggers a process that makes a non-
phase head inherit all the properties of a phase head. De-phasing is put forward
in order to account for the fact that subjects can be extracted from that-less
clauses (an empty category principle (ECP) violation in earlier terminology). So,
as is well-known, subject extraction across a CP is ruled out if that is spelled out
(cf. Chomsky 1986; Rizzi 1990):

(7)  [cp Who does the book say [cp (*that) [Tp twho stabbed Caesar ]]]?

Chomsky (2015) reinterprets this phenomenon in order to argue that C can un-
dergo deletion. This makes T inherit phasehood, which makes it strong, with no
need for a DP to occupy SPEC-T for labeling reasons (cf. Gallego 2017). More to
the point, Chomsky (2015: 11) argues that “The natural assumption is that phase-
hood is inherited by T [...] along with all other inflectional/functional properties
of C (¢-features, tense, Q), and is activated on T when C is deleted”.!!

Let us take stock. NTC is the formalization of the idea that computation applies
in an efficient way, so that Merge (a, ) cannot modify o and P themselves. This
strong formulation of the NTC, which bars tucking in and derives the copy theory
of movement (CTM), captures more than mere cyclicity. In particular, what I
would like to emphasize is that by not letting Merge modify what it applies to,
the NTC further captures some form of strict cyclicity too. To see this, let us go
back to (1), repeated as (8) below:

(8) Merge (o, B) = {o, B} =y

After (8), the workspace contains y and nothing else, so a and f are no longer
available (Chomsky 1995: 243). At this point, we may want to merge y and a new
object, &:

"Noam Chomsky (p.c.) elaborates on this by noting that the NTC states that an SO should not
be modified by Merge, which doesn’t literally imply that it cannot be deleted.
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(9) Merge(3, y) = {5, v}

d is either internal or external to y. If external, § is drawn from the lexicon. This
is External Merge (EM). If internal (e.g., § = ), then & is a term of y. Assuming
the NTC, y cannot be modified, so it must remain {«, B}, which yields {a, {c, B},
and thus two copies (occurrences) of a. More importantly for our purposes, the
strong NTC entails that {a, B} must be left as it is, so merger of a will not tamper
with y by removing o. There is no need for an extra operation (Copy) for IM, just
like it is not needed for EM - if o were taken from the lexicon, it would not be
copied.'?

This said, there are two potentially problematic aspects about the NTC. The
first one follows from the very fact that the strong NTC runs into the empirical
problems in (10):1

(10) Violations of strong NTC

Feature Inheritance (Chomsky 2008)

IM to SPEC-T (after EM (C,TP)) (Chomsky 2008)
Tucking-in (Richards 1997)

Head movement (Chomsky 2001)

De-phasing (Chomsky 2015)

Phase-cancellation (Epstein et al. 2016)

o P

- o a0

Apart from these local (phase-bounded) violations of the NTC, there is another
important observation to be made about the strong NTC, namely the redundancy
between it and the PIC, as I discuss in the following section.

2The problem is more general if o« and B remained in the workspace, along with y. As Noam
Chomsky (p.c.) points out, it has always been assumed that they do not, for the generative
procedure constructs a single object, not a multiplicity of objects. Changing that convention
would mean that instead of a generative process for expressions, we would be designing a
generative process for an arbitrarily large collection of expressions. For instance, suppose that
we hold that after EM(ct, B) = y = {a, B}, the workspace contains «, p, y. We then have a new
question: what is the relation between a in the workspace (call it 1) and a in y = {a, B} (call it
a2)? They are either copies or repetitions. If they are copies, everything goes haywire. Thus,
if we continue to Merge to ol finally yielding the finite clause FC, and to y yielding the finite
clause FC’, then the two clauses would contain the two copies al and a2, so one should be
deleted, and if one enters into some relation (say anaphora) then the other does, etc. Things
get much worse if, as this proposal allows, we construct simultaneously indefinitely many
finite clauses. This is not only dubious, and in fact makes the notion of “copy” collapse.

BIf the NTC is restricted to Merge, as Noam Chomsky (p.c.) notes, then only (10b) and (10c) are
problematic.
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3 Transfer and the PIC

We have seen that the NTC has two formulations, strong and weak. Let me ex-
press this as follows:

(11) a. Strong NTC (NTCg) = SOs cannot be changed by Merge
b. Weak NTC (NTCyy) = SOs can be changed locally, but not by Merge

What I would like to discuss is the fact that NTCg is virtually analogous to the
PIC. The PIC was proposed in order to capture strict cyclicity, so that “operations
cannot ‘look into’ a phase below” (Chomsky 2000: 108). Chomsky (2004) relates
the PIC to the operation Transfer (a wider version of Spell-out, capturing the
interaction between NS and both interfaces), which is defined in (12):

(12) Transfer hands D-NS over to @ and to X. (Chomsky 2004: 107)

In Chomsky (2004), Transfer makes it impossible for the externalization sys-
tems to access what has been cashed out at previous phases. The possibility that
the same happens in the case of the narrow computation is not so clear:

When a phase is transferred to @, it is converted to PHON. ® proceeds in
parallel with the NS derivation. ® is greatly simplified if it can “forget about”
what has been transferred to it at earlier phases; otherwise, the advantages
of cyclic computation are lost [...] PIC sharply restricts search and memory
for @, and thus plausibly falls within the range of principled explanation [...]
It could be that PIC extends to NS as well, restricting search in computation to
the next lower phase. (Chomsky 2004: 107, my emphasis)

That the PIC does not carry over to the computation is connected to the exis-
tence of structures, in Icelandic or Spanish, like those in (13), where T can agree
with the in-situ internal argument (IA):

(13) AT, v {V, 1A}
L 4
Agree

Empirically, (13) requires the ¢-probe to override the PIC and access the com-
plement domain of v* (see Richards 2012). In order to tackle this, Chomsky (2001;
2004) adopts a weak version of the PIC, which led to a scenario analogous to that
of the NTC, with both strong and weak versions:
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(14) a. Strong PIC (PIC1 or PICq)
In phase o with head H, the domain of H is not accessible to
operations outside o; only H and its edge are accessible to such
operations. (Chomsky 2000: 108)

b. Weak PIC (PIC2 or PICyy)
[Given structure [zp Z ... [gp a [H YP]]], with H and Z the heads of
phases]: The domain of H is not accessible to operations at ZP; only
H and its edge are accessible to such operations. (Chomsky 2001: 14)

PIC2 is incompatible with FI, so in Chomsky (2008) it is discarded. Consider
the following discussion, which suggests that phases that have been transferred
can in principle be accessed (modulo intervention effects). Chomsky concludes
that the effects of the PIC hold for the interfaces, but not necessarily NS:

For minimal computation, as soon as the information is transferred it will
be forgotten, not accessed in subsequent stages of derivation: the computa-
tion will not have to look back at earlier phases as it proceeds, and cyclicity
is preserved in a very strong sense. Working that out, we try to formulate
a PIC, conforming as closely as possible to SMT [...] Note that for narrow
syntax, probe into an earlier phase will almost always be blocked by inter-
vention effects. One illustration to the contrary is agreement into a lower
phase without intervention in experiencer constructions in which the sub-
ject is raised (voiding the intervention effect) and agreement holds with the
nominative object of the lower phase (Icelandic). It may be, then, that PIC
holds only for the mappings to the interface, with the effects for narrow syntax
automatic. (Chomsky 2008: 143, my emphasis)

Chomsky (2016) in fact argues that Transfer should not eliminate anything
from the NS. Otherwise, it would not be possible to explain how the structures
in (15) are formed:!*

(15) a. [y Theidea [g that the Earth is round ]] was rejected t,
b. [, That [g I kept my job ]] seems to t, bother Mary

The problem here is as follows: in both cases, 3 is a phase, so it should be
transferred before « is raised to matrix SPEC-T. But how can 3 be pronounced
along with « if it is gone from the computation? Chomsky (2016) claims f is
never gone from the workspace, but rendered inaccessible by Transfer. There

1 put aside another situation where the PIC is strongly violated: covert movement. This matter
is pointed out (not addressed) in Chomsky (2004: 111; 2005: 13).
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are two ways to interpret this version of the PIC, which I will call PIC3: what’s
been processed is either (i) totally inaccessible or (ii) cannot be changed.”® Given
the data in (15), (i) must be dismissed. We therefore expect that violations of the
PIC do not change whatever is inside the transferred phase. This crucially allows
us to change what is outside it, including the ¢-probe of matrix T in (16), taken
from Fernandez-Serrano (2016):

(16) Spanish
Me encantan [cp PRO escuchar [,+p tpro ty* [vp V truenos ] ] ]
to.me love-3.pl listen thunder

‘Tlove to listen to thunder’

Let us therefore assume the PIC3 allows access into a lower phase, as long as
it is not modified. This makes it difficult to keep the copy/repetition distinction.
Take (17), call it K, where the lower phase complement containing f, that is {a,
B}, has already been transferred:

(17)  K={.{P, {« B}}

Imagine we now merge § with K. B could be taken from the lexicon, so it
would be a repetition. Can it be a copy? Given that {o, B} is not expunged from
the derivation, the question is whether NS can tell whether B is taken from the
lexicon or it is interpreted as an occurrence of the § contained within P’s comple-
ment. If {a, B} can be accessed, the system cannot tell the difference. But we want
to exclude this, or successive cyclic movement would go away. Island conditions
would be affected too. Notice that the logic here is clear: the copy/repetition dis-
tinction does not require changing anything within the already passed phase. So,
it should be possible to do that, given Chomsky’s (2016) PIC3.

A way out would be to assume, as Noam Chomsky (p.c.) suggests, that if
raises from {a, B}, then both {a, B} and  itself have been modified: {o, f} by now
containing a copy that is part of chain, and by the mere fact of becoming a
discontinuous object. Now, if this is correct, even the application of IM to Who
changes the v*P and Who in (18).

(18) {Who, {Samson, {v*, {defeated, t}}}}

B A reviewer points out that what I call PIC3 is actually a conception of Transfer and its effect
on transferred material, not the PIC, which “describes the timing of Transfer and the size of
the transferred object”. For the purposes of this paper, I will not dwell on this (to me, largely
terminological) issue. The PIC was meant to state what is accessible and what is not after
Transfer (a mapping operation) applies. AllT am assuming is that the PIC3 says that everything
is actually accessible after Transfer as long as it is not changed.
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Presumably, this has not been considered problematic, for it does not violate
the PIC, but it does the NTCg. Now, we have seen that NTCg and PIC are remark-
ably similar in that they both capture strict cyclicity. If nothing else, (18) shows
another scenario where I depart from the NTCg. I take this to indicate that the
NTCg is to be dispensed with entirely. More controversially, I also argue that
the NTCyy is dispensable, if the PIC can play its role. Under PIC1, which I repeat
here as (19), this replacement is possible:

(19) Strong PIC (PIC 1 or PICg) In phase o with head H, the domain of H is not
accessible to operations outside o; only H and its edge are accessible to
such operations. (Chomsky 2000: 108)

What (19) says is enough to capture the effects of the NTC. In particular, the
fact that the objects generated in the course of the derivation cannot be tampered
with. Notice that this does allow tampering before Transfer applies, but we have
seen that this is empirically sustained. To the cases listed in (10), we can add a
sixth one, which follows from the PIC3:

(20) Violations of NTCg

Feature Inheritance (Chomsky 2008)
IM to SPEC-T (Chomsky 2008)
Tucking-in (Richards 1997)

Head movement (Chomsky 2001)
De-phasing (Chomsky 2015)
Phase-cancellation (Epstein et al. 2016)

o P

R - 0o & o0

IM (chain creation)

In the next section, I would like to summarize the main ideas of the previous
pages and, at the same time, argue that the PIC3 can be eliminated in favor of the
PIC1.In so doing, I also discuss how the data mentioned in Chomsky (2016) can be
handled under such proposal. The proposal entails that Transfer eliminates ma-
terial from the workspace, yielding a more effective reduction of computational
load - the original motivation behind phase theory (cf. Chomsky 2000).
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4 NTC eliminated: Some consequences

Let me spell out the interim conclusions so far. I will phrase them as questions:

(21) a. Do we need both NTC and the PIC?
b. If we need the PIC, do we need the PIC3?

Both NTC and PIC express an efficiency desideratum, namely that a given SO
should not be changed (manipulated, tampered with, altered, etc.) once it has
been created. This creates a redundancy, as I have pointed out.’® At the same
time, we have seen different phenomena indicating that the strong version of the
NTC cannot be maintained. Should the weak version be? I think it should not,
just like the weak PIC (the one in Chomsky 2001). This raises the more general
question whether the strong PIC could be the only cyclic principle. If so, then
the derivation can allow tampering up to the phase level, when Transfer applies.
Suppose the derivation has assembled a and f to yield this:

(22) {o, B}

Suppose next that we apply IM to B. If the NTC does not hold, this could yield
(23), potentially affecting the CTM.

(23) B, {o}

Note that this derivation is not forced (thus, the CTM does not go away), but
the question is whether the step in (23) creates a problem. It is not clear that it
does, at least if something like (23) is at stake for de-phasing (cf. Chomsky 2015).

If the only cyclic condition is the PIC, the next question is (21b). Recall that
there are two empirical arguments to sustain it. The agreement facts (cf. 16) could
be tackled if Agree takes place at the border of NS-externalization, not in NS. This
would have two welcome consequences. On the one hand, we could explain the
parametric nature of Agree, which I would like to relate to Chomsky’s (2014)
thesis T:

(24) Language is optimized relative to the conceptual-intentional (CI)
interface alone, with externalization a secondary phenomenon.
(Chomsky 2014: 7)

16 A reviewer does not see the redundancy;, as (s)he takes the NTC to be a third-factor condition
on Merge (defining a Merge-cycle that adds stuff to the derivation) and the PIC to be a natural
result of Transfer (which removes stuff from the workspace). Given the (empirical) arguments
given below (and in Chomsky et al. 2019) it is unlikely that the PIC actually removes stuff from
the workspace.
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The thesis T tells us that efficiency of operations should be found in the NS
— SEM channel, not in the NS — PHON one, which is further consistent with
the claim that “language is primarily an instrument of thought, with other uses
secondary” (Chomsky 2014: 7). If Agree is pushed to NS — PHON, then the fact
that its effects are subject to parametrization (as appears to be the case), would
fall into place, and would also be compatible with the idea that language varia-
tion and parametrization are to be found only there (Chomsky’s 2001 uniformity
principle; cf. Chomsky 2010; Berwick & Chomsky 2011).

Another consequence of this concerns the very nature of Agree, which is a
complex operation, consisting of Match, Valuation, Transfer and Deletion. Chom-
sky (2004 et seq.) takes these operations to somehow apply simultaneously (at
the phase level), but this is hardly consistent with a derivational system, for oper-
ations must be ordered (as in Chomsky 2015).!7 Plausibly, the operations should
be ordered as follows:

(25) 1. Match (NS)
2. Valuation (NS)
3. Transfer (NS — SEM/PHON)
4. Deletion (PHON)

As noted in Epstein & Seely (2002), this timing is problematic, since it entails
that uninterpretable features will be valued before Transfer, becoming undistin-
guishable from interpretable ones. Unless Deletion could apply at SEM too some-
how deleting the uninterpretable, but valued, ¢-features of v* and C, operations
would have to apply simultaneously, which, as noted, is odd within a deriva-
tional system. A way out is at hand if the derivation can somehow remember
that ¢-features were introduced as unvalued. This should be possible, given the
relevance of phase-level memory to distinguish trivial/non-trivial chains, which
in its most direct interpretation would entail revamping the long-abandoned idea
or feature chains (Chomsky 1995: 262, 270-271, 383, fn. 27, abandoned in Chom-
sky 2000 due to the intricacies of head movement). So, if Merge could apply not
only to LIs, but also to features — more precisely, to their values, which is what
seems to be copied from one LI to another, then this would assimilate Valuation
to Merge, making it possible for the system to remember that a valued feature
was introduced as unvalued, which would signal it as uninterpretable. The tech-
nical solution I am sketching would not be too different from FI itself. In brief,

If Transfer is part of externalization, then it can be subject to parametrization (for the same
reasons Agree would be). This opens the possibility that the effects of Transfer vary from
language to language (cf. Uriagereka’s 1999b radical or conservative Spell-out).
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we could dispense with the simultaneity of operations and perhaps the need for
Agree to apply in NS alone if Merge could apply to LIs, features and values.
Obata’s (2010) data are different. Consider (26):

(26) [o That [P Judas left the dinner ]] seemed [ to t, worry everyone ]|

Here p is transferred before a is raised to matrix SPEC-T, which makes it im-
possible for it to be spelled-out where we see it. However, even if we assumed
that the PIC leaves f3 accessible (through the PIC3), this does not cover IM. That
is, it is only a (presumably its head, that) that can raise to matrix SPEC-T, so
how can P be pied-piped along with a? If we allowed that, then we would also be
changing the already transferred object, as noted for (18) above. A possible way
out for these cases is that what is transferred is turned into a pair <X,Y). I would
like to connect this to Chomsky’s (2004) analysis of adjuncts, which adopted
(27):18

(27) In{a, B), a is spelled out where B is. (Chomsky 2004: 199)

If Transfer converts the structure into some kind of pair, then when IM targets
a, the actual pronunciation of f (or some part of it) could be possible. This would
have the effect of placing 3 in a “secondary plane” (Chomsky 2004), but we want
a (the phase edge), and o alone, to remain in the primary plane. This is what the
PIC1 bought us, which brings back the possibility that Transfer can yield (28),
removing the complement domain from NS (cf. Ott 2011):

(28) a. {Edge, {P, {B}}}
b. Transfer (B) = {Edge, {P}} or {Edge, P}

If Transfer applies this way, there would be tampering, but locally. (28) would
make it possible for P to be the head of the entire phase, with consequences for
the v*-EA relation (cf. Epstein & Shim 2015).

5 Conclusions

This paper has discussed the nature of different conditions put forward to cap-
ture computational efficiency within minimalism, most importantly, the NTC
and the PIC. Given their redundant nature (they both aim at capturing the idea
behind the strict cycle, namely that SOs formed in the course of a derivation

BCf. Chomsky (2008: 139) for similar ideas in the case of Merge.
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cannot be changed at subsequent stages), one of them should be dispensed with.
I have argued that strict cyclicity effects follow from the PIC alone. The deci-
sion is justified on methodological and empirical grounds. The former have to
do with the multiplicity of conditions favoring strict cyclicity. The latter con-
cern the empirical evidence showing that the strong version of the NTC cannot
be maintained.

The strong PIC (or PIC1 cf. Chomsky 2000), which is the one that should be
adopted, forces successive cyclic movement (SCM). Since nothing is left in the
(primary plane of) computation after Transfer, that’s the only way for a chain
to be created. It also follows that the SO that has been cashed out cannot be
modified: it is gone from the workspace. Interestingly, there are no violations
of the PIC analogous to those of the strong NTC, which is another argument to
stick to the former. Interestingly, it seems that only CP and vP give rise to SCM -
NPs, PPs and other categories lack it (cf. Gallego 2012; van Urk 2016), which may
provide yet another reason to defend that only CP and vP are phases.

Abbreviations

CI conceptual-intentional IC inclusiveness condition
CTM  copy theory of movement M Internal Merge

EA external argument MP Minimalist program

EC extension condition NS narrow syntax

ECP empty category principle NTC  no tampering condition
EF edge feature PIC phase impenetrability
EM External Merge condition

EPP extended projection principle SCM  successive cyclic movement
EST extended standard theory SMT  strong Minimalist thesis
FI Feature Inheritance SO syntactic object

IA internal argument UG Universal Grammar
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Chapter 12

On the coordinate structure constraint
and the adjunct condition

Zeljko Bosgkovié

University of Connecticut

The paper argues for a unification of the ban on extraction out of conjuncts and
the ban on extraction out of adjuncts based on the semantics of traditional adjunc-
tion modification on which such modification actually involves coordination, with
ConjP present in the syntax of traditional adjunct modification. It is shown that
there are a number of similarities in the islandhood of conjuncts and the island-
hood of adjuncts. Thus, extraction out of conjuncts and extraction out of adjuncts
are shown to be exceptionally possible in exactly the same environments, which
can be captured if the two involve the same syntactic configuration. The proposed
analysis is also shown to capture in a principled way a number of differences in the
strength of the violation with extraction out of conjuncts and adjuncts in various
languages/contexts, the emphasis regarding the former being on Galician, English,
Japanese, and Serbo-Croatian.

1 Introduction

The goal of this paper is to explore the possibility of a unification of two rather
ill-understood islands, namely the coordinate structure constraint (CSC) and the
adjunct condition (AC). The CSC is standardly assumed to have two parts, given
in (1) and (2) below. However, recent research has shown that the two parts of
the traditional CSC need to be separated, since there are languages which are
sensitive to only one of the constraints in (1-2). Oda (2017) in fact explicitly ar-
gues for their separation, providing strong arguments to this effect based on a
number of languages. Thus, he notes that Japanese observes (1), but not (2), allow-
ing extraction of conjuncts but not extraction out of conjuncts. The same holds

Zeljko Bogkovi¢. 2020. On the coordinate structure constraint and the adjunct con-
/IIII dition. In Andréas Barany, Theresa Biberauer, Jamie Douglas & Sten Vikner (eds.),

Syntactic architecture and its consequences II: Between syntax and morphology, 227~
258. Berlin: Language Science Press.
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for Serbo-Croatian (SC), as discussed in Stjepanovi¢ (2014) (see Oda 2017 for a
list of languages that obey (1) but not (2)). In light of their arguments, I will also
separate the two parts of the traditional CSC,! focusing on (1) (though I will also
make some remarks regarding (2) below). As a result, for ease of exposition I will
use the term CSC to refer only to (1). (Where it is necessary to make a distinction
between (1) and (2) I will use the terms CSC-1 and CSC-2 respectively.)

(1) The coordinate structure constraint — extraction out of conjuncts (CSC-1)
Extraction out of conjuncts is disallowed.

(2) The coordinate structure constraint — extraction of conjuncts (CSC-2)
Extraction of conjuncts is disallowed.

Turning to adjuncts, the traditional ban on extraction out of adjuncts is given
in (3).

(3) The adjunct condition (AC)
Extraction out of adjuncts is disallowed.

The paper will explore the possibility of a unification of (1) and (3), which are
illustrated by (4) and (5) respectively.?

(4)  *What; did you see [a picture of t;] and a painting of Storrs?
(5) ?* What; did you fall asleep [after John had fixed t;]?

Before getting into the issue of islandhood of conjuncts and adjuncts, a brief
note is in order regarding extraction of conjuncts and adjuncts. It is standardly
assumed that conjuncts and adjuncts differ in this respect, conjuncts being un-
movable and adjuncts movable. It is actually not clear that this is indeed the
case. Thus, as noted above, many languages allow extraction of conjuncts. Fur-
thermore, a number of authors have argued that what looks like adjunct extrac-
tion actually involves base-generation of adjuncts in their surface position (e.g.
Uriagereka 1988; Law 1993; Stepanov 2001b). The standard assumptions in this
respect are thus incorrect, at least with respect to conjuncts. At any rate, as noted
above, the goal of this paper is not to examine extraction of conjuncts and ad-
juncts, but islandhood of conjuncts and adjuncts themselves (i.e. extraction out of
conjuncts and adjuncts), though some remarks regarding extraction of conjuncts

'On separating the two parts of the CSC, see also Grosu (1973) and Postal (1998).
“The slight difference in the grammaticality status of (4) and (5) will be accounted for under
the unified analysis proposed below.
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12 On the coordinate structure constraint and the adjunct condition

and adjuncts will be made below from the perspective of a unified analysis of (1)
and (3) (more precisely, it will be shown that (2) is not an impediment to such an
analysis).

The starting point in the discussion will be the semantics for adjuncts given
in Higginbotham (1985). Higginbotham argues that traditional adjunction modi-
fication (henceforth traditional adjuncts) actually involves coordination seman-
tically.®> For example, the rough semantics of (6a) is something like (6b), which
can be paraphrased as There is an event which is walking by John and it is slow.

(6) a. John walked slowly.
b. Je[Walk(John, e) and Slow(e)]

Takahashi (1994) made an important observation that under Higginbotham’s
semantics of adjuncts, where adjuncts essentially involve coordination, it may
be possible to unify the ban on extraction out of conjuncts and the ban on ex-
traction out of adjuncts by reducing the latter to the former.* Under Higgin-
botham’s semantics, where adjuncts are in fact conjuncts, extraction out of an
adjunct does involve extraction out of a conjunct, which makes the unification
plausible and appealing. The unification, however, raises an issue. In Takahashi’s
analysis, while conjuncts and adjuncts are treated in the same way semantically
(following Higginbotham), they are treated very differently syntactically, since
Takahashi follows standard assumptions in the syntactic literature where coor-
dination involves the presence of a conjunction phrase (ConjP), while adjuncts
involve adjunction, with no ConjP present. Thus, the direct object in (4) is a
ConjP, with the conjuncts located in the Spec and the complement position of
ConjP ((7); the issue of where exactly the conjuncts are located within ConjP is
debated in the literature (see e.g. Munn 1993; Progovac 1999), the details of their
placement will not matter for our purposes). On the other hand, there is no ConjP
in (5). Semantically, the VP and the traditional adjunct are conjoined here. How-
ever, this is not reflected in the structure, since Takahashi assumes, following
standard assumptions, that the adjunct is adjoined to VP, as in (8).

3There is a long line of research in this tradition, see e.g. Davidson (1967); Parsons (1980; 1990);
Dowty (1989); Takahashi (1994); Progovac (1998; 1999); Hunter (2011). I refer to Higginbotham
(1985) as the representative of this line of research because Takahashi (1994) bases his account
of the adjunct condition on it, as discussed below (following Takahashi, I also generalize this
approach to adjunct modification in general).

*It is worth noting here that Ross (1974) suggested a unification of the CSC with the complex
NP constraint (clausal complements of nouns are also sometimes treated as adjuncts, see e.g.
Stowell 1981; Takahashi 1994).

229



Zeljko Boskovié

(7)  * Who; did you see [conjp [a picture of t;] and [a painting of Storrs]]?
(8) ?* What; did you [yp [vyp fall asleep] [after John had fixed t;]]?

A serious issue then arises: locality of movement is standardly assumed to be
a syntactic effect. However, under the above analysis, conjuncts and adjuncts are
unified only semantically, they are not unified syntactically in that they involve
very different syntactic configurations. It is then not clear that Higginbotham’s
conjunction semantics of adjuncts can help us here.

While this paper will also take the conjunct semantics of adjuncts seriously,
taking it in fact as the point of departure, it will also take seriously the issue of
the syntax-semantics mapping here. An obvious question arises in this respect:
What would be the syntax that would most straightforwardly correspond to the
conjunct semantics of adjuncts? The answer is quite obvious in fact. It is a syntax
that involves a ConjP, where e.g. VP and the adjunct in (6) are conjoined. The
only difference with true coordination would then be that the conjunction head
is phonologically null.’

This paper will then take the conjunct semantics of adjuncts seriously, assum-
ing that it is also reflected in the syntax. From this perspective, it is easy to see
how (1) and (3) can be unified. Since they involve the same configuration, what-
ever rules out extraction out of conjuncts will also rule out extraction out of
adjuncts.

An important remark is, however, in order here. It seems fair to say that the
CSC and the adjunct condition (AC) are the least understood of the traditional

5This is in fact what Progovac (1998; 1999) argues for. Thus, Progovac (1998) adopts the structure
in (i), where VP is the Spec of ConjP and the adverbial is a complement of a null conjunction
(the structure is slightly richer in Progovac 1999).

() [conjp VP [cony Conj AdvP]]

In this respect, Progovac (1998; 1999) is an important predecessor of the current work.

It should also be noted that the discussion in this paper raises an issue of whether phrases
are ever generated as adjuncts (in the traditional understanding of the term). While the dis-
cussion in this paper falls in line with attempts to abandon adjunction as a distinct structure-
building mechanism, showing that adjunction can indeed be eliminated goes beyond the scope
of this paper.

SThere is an important issue that arises here. Under the analysis outlined above, not just the
adjunct, but also the VP is a conjunct in constructions that involve traditional VP-adjunction. It
appears that extraction out of the VP should then also be ruled out here. This is a serious issue
that any unification of the CSC and the adjunct condition based on Higginbotham’s semantics
of adjuncts needs to address. I will provide an account of this issue in §4 below (see Takahashi
1994 for an alternative account which is however based on the assumption that conjuncts and
adjuncts have a different syntax).
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12 On the coordinate structure constraint and the adjunct condition

islands. The suggestion made above reduces two mysteries to one. Resolving this
mystery, which would involve providing an actual account of the CSC, however,
goes beyond the scope of this paper. Any attempt to do that would involve a
detailed discussion of the structure of coordination, as well as the theories of
the locality of movement, which is currently based on the theory of phases. A
number of issues would arise in this respect: the precise definition of phases, the
precise statement of the phase impenetrability condition (PIC) and the notion of
edge, the issue of the generalized extended projection principle (EPP) effect as
it applies to successive-cyclic movement, the theory of labeling, which has been
argued to interact with the theory of phases in the locality of movement effects
(see Boskovi¢ 2015; 2018), etc; the list certainly does not end here. Addressing all
of this would go way beyond the scope of this paper.” The scope of the paper
is more modest: to point out a number of similarities between extraction out of
conjuncts and extraction out of adjuncts which can be taken to justify unifying
the two. Higginbotham’s semantics of adjuncts, when taken seriously from the
syntactic point of view, provides a basis for such a unification since the two then
have essentially the same structure. Determining the precise source of island-
hood of that structure is beyond the scope of this paper (as a result, a number
of phenomena noted below will only be discussed at a descriptive level). I will
therefore simply use the term islandhood informally below. In several places,
the discussion will become more detailed structurally and theoretically when it
comes to islandhood - in fact, the paper will provide a principled account of a
number of differences in the strength of the violation with extraction out of var-
ious conjuncts and adjuncts (as well as the voiding of their islandhood in certain
cases); however, the exact reason for the islandhood of conjuncts will not be pro-
vided below. In this respect, the paper can be considered to be programmatic,
providing a foundation for future work that will account for the islandhood of
the syntactic configuration under consideration here (see Boskovi¢ 2020).

Having laid down the necessary background, the general line of argumenta-
tion, and the limits of the current work, I now turn to making a case for unifying
(1) and (3). In that vein, in §§2 and 3 I note a number of similarities between the
CSC and the adjunct condition. §4 discusses and resolves some potential impedi-
ments to the unification of the islandhood of conjuncts and adjuncts. §5 discusses
extraction of conjuncts and adjuncts. §6 concludes the paper.

’See, however, Boskovié¢ (2017; 2020).
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2 The stubbornness of the CSC and the AC

As discussed above, a unification of the traditional coordination and the tradi-
tional adjunction has plausible semantic grounds, which can be taken to be re-
flected in the syntax. From that perspective, it is not surprising that the tradi-
tional coordination and the traditional adjunction share some syntactic proper-
ties, in particular islandhood. The unification reduces two islands to one, which
is already conceptually appealing, especially in light of the fact that we are deal-
ing here with a rather mysterious issue. (Admittedly, we still have a mystery, but
reducing two mysteries to one does leave us in a less mysterious state).

One point that has generally been overlooked in the literature on islandhood
is worth emphasizing here. For pretty much all islands, it has been noted that
there are languages that do not obey them. Thus, there are languages that do
not obey the subject condition (e.g. Japanese; see Stepanov 2001a for a more ex-
haustive list), there are languages that do not obey the wh-island constraint (e.g.
Swedish, see Engdahl 1986), there are languages that do not obey the complex NP
constraint (e.g. Bantu languages, see Boskovi¢ 2015). The CSC and the AC stand
out rather prominently in this respect. I am not aware of any language that does
not obey the CSC and the AC.3 From the current perspective, that the CSC and
the AC behave in the same way in this respect is not surprising: we are after all
dealing with one and the same constraint here — that the two behave in the same
way in the relevant respect is then expected.

3 Some exceptions to the CSC and the AC

3.1 A semantically-based exception

It is well-known that there are exceptions to both the AC and the CSC (see
Truswell 2011 and references therein for the former and Postal 1998 and refer-
ences therein for the latter). Interestingly, some of these exceptions are rather
similar in nature. Thus, extraction from an adjunct is possible in some cases
where there is a contingent relationship between the relevant events. Impor-
tantly, the same kind of exception is found with the CSC. The former is illustrated
by (9) and the latter by (10).

(9) a. What; did you come around [ to work on t; ]?
b. What; did Christ die [ to save us from t; ]? (Truswell 2011: 131)

8 As is well-known and as we will see below, there are particular coordinations and adjunctions
that allow extraction (in fact likely universally). What I am referring to here is different, namely
I am not aware of any language that would allow extraction out of all coordinations and all
adjuncts, where conjuncts and adjuncts simply would not be islands at all.
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(10) a. This is the drug which; athletes [ take t; ] and become quite strong.
b. the stuff which; Arthur sneaked in and [stole t;] (Postal 1998: 53)

There are no good explanations for why under the semantic condition noted
above the adjunct condition effect and the CSC effect are voided, and I will not
provide one in this work. What is important for our purposes is that the two be-
have in the same way here. A unified approach to the two in this respect has not
been attempted before even at a descriptive level; what complicates the situation
even further when it comes to providing an actual account is that only argument
(both DP and PP) extraction is allowed in the exceptional context in question,
non-argument extraction is still unacceptable, as illustrated below.

(11) *How; did you come around [to work on that car t;]?

(12) *How; should athletes [ take that drug t; ] and become strong?

This, however, further confirms that the CSC and the AC behave in the same
way here, which can be interpreted as calling for a unified analysis of the two.
The suggestion made here achieves this trivially, by treating the CSC and the AC
as one and the same phenomenon.

3.2 Across-the-board movement and parasitic gaps

There is another well-known exception to the CSC which is not semantically
based (i.e. it is not semantically restricted like the one noted directly above). The
exception, noted already in Ross (1967), concerns across-the-board (ATB) move-
ment. As is well-known, an unacceptable extraction out of a conjunct can be
made acceptable if the extraction takes place out of each conjunct in the coordi-
nation.

(13) Who did you see enemies of and friends of?
(14) cf. *"Who did you see John and enemies of?

There is an obvious counterpart of this with the AC, which is the traditional
parasitic gap construction (see also Haik 1985; Huybregts & van Riemsdijk 1985;
Williams 1990; Franks 1993; Progovac 1998; Nunes 2004).

(15) What did you file without reading?
(16) cf. *What did you file the book without reading?
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From the current perspective, (15-16) can be looked at on a par with (13-14).
Just like the unacceptable case of extraction out of a conjunct in (14) becomes ac-
ceptable if extraction takes place out of both conjuncts, as in (13), so does the un-
acceptable case of extraction out of a conjunct in (16) (the traditional adjunct be-
ing a conjunct under the current analysis) become acceptable if extraction takes
place out of both conjuncts, as in (15) (VP being a conjunct under the current
analysis; see below for extraction out of the VP here).

There have in fact been many attempts to unify the ATB and the parasitic
gap construction (see the references cited above); the current perspective can
be taken to provide motivation for those attempts (Takahashi 1994 in fact also
argues for a unification of the two from the perspective of Higginbotham’s se-
mantic treatment of adjuncts (recall, however, that Takahashi treats conjuncts
and adjuncts differently syntactically).

3.3 The edge exception

Boskovi¢ (2018) notes another exception to the AC. Boskovi¢ (2018) shows that
the AC effect is quite generally voided for elements that are base-generated at the
adjunct edge, also providing an account of this state of affairs where the problem
with extraction out of adjuncts arises with movement to the adjunct edge (which
is required by the PIC); elements that are base-generated at the adjunct edge can
then extract. The details of the account are not important for our purposes; what
is important is that elements base-generated at the edge of an adjunct can extract
out of it.

One illustration of this effect is provided by the different behavior of agreeing
possessors and adnominal genitive complements with respect to extraction out of
adjuncts in Serbo-Croatian (SC). Consider first the former. Agreeing possessors
in SC have been argued to be base-generated at the edge of the TNP.” As one
argument to that effect, consider the following binding contrast between English
and SC, noted in Despi¢ (2011; 2013).

(17)  a. His; latest movie really disappointed Kusturica;.
b. Kusturica;’s latest movie really disappointed him,;.
c. Serbo-Croatian (Despi¢ 2011: 31; 2013: 245)
*Kusturicin; najnoviji film ga; je zaista razocarao.
Kusturica’s latest ~ movie him is really disappointed
d. *Njegov; najnoviji film je zaista razoCarao  Kusturicuy;.
his latest ~ movie is really disappointed Kusturica

The term TNP is used neutrally, for whatever the categorial status of the relevant element is.
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Under the assumption that traditional Specs c-command out of the phrase
where they are located, Kayne (1994) takes the acceptability of (17a,b) to indi-
cate that English possessors are not located in SpecDP, but in the Spec of a lower
phrase, SpecPossP, with the DP confining the c-command domain of the posses-
sor. Despi¢ (2011; 2013) observes that in SC, a language without articles which
has been argued by a number of authors to lack DP (e.g. Corver 1992; Zlati¢ 1997;
Trenki¢ 2004; Boskovi¢ 2005; 2012; 2014; Marelj 2011; Despi¢ 2011; 2013; Runié
2014a,b; Takahashi 2012; Tali¢ 2014; 2015), possessors do c-command out, as indi-
cated by the binding violations in (17c,d) (condition B is at issue in 17¢ and con-
dition C in 17d), which contrast with English (17a,b). Despi¢ takes the contrast in
question as indicating that DP is missing in SC, with the possessor located in the
highest projection of the traditional NP.

Turning now to adjuncts, SC is rather productive regarding the possibility of
traditional NPs (TNPs) functioning as adjuncts. One such case is given below,
where an instrumental nominal functions as an adjunct (see Boskovi¢ 2018 for
discussion of such adjuncts).

(18) Serbo-Croatian
Trcao je Sumom.
run is forest.INS

‘He ran through a/the forest’

That the instrumental nominal in (18) is indeed an adjunct is confirmed by
extraction. First, its extraction out of islands yields an ECP-strength, not a subja-
cency-strength violation (compare 19a,b).

(19) Serbo-Croatian
a. *Sumom; se pitas [kad jetréaot;].
forest.INs REFL wonder when is run
“You wonder when he ran through a/the forest’
b. ??Sumu; se pita§ [kad je posjekao t;].
forest.acc REFL wonder when is cut-down
“You wonder when he cut down a/the forest.

In addition to agreeing possessors, which roughly correspond to English ’s-
genitives, nominal arguments in SC can be expressed through adnominal geni-
tive, which roughly corresponds to English of -genitives; the element bearing ad-
nominal genitive occurs in the complement position of the noun. Returning now
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to the instrumental adjunct under discussion, notice that while extraction of gen-
itive complements of nouns is in general somewhat degraded in SC, (20a), which
involves extraction out of the nominal under consideration, is clearly worse than
(20b), which involves extraction out of an object. This confirms the adjunct sta-
tus of the instrumental TNP (20a is worse than 20b because it involves extraction
out of an adjunct).

(20) Serbo-Croatian

a. "Moga djeda; je tréao [ Sumom t; 1.
my.GEN grandfather.GEN is run  forest.INSTR
‘He ran through the forest of my grandfather’

b. ?? Moga djeda; je volio [ Sumu t ]
my.GEN grandfather.Gen is loved forest.acc
‘He loved the forest of my grandfather.

As noted above, Boskovi¢ (2018) shows that in contrast to elements that are not
base-generated at an adjunct edge, elements that are base-generated at an adjunct
edge can be moved out of adjuncts. The adnominal genitive ‘my grandfather’
in (20a) is base-generated in the N-complement position. Recall, however, that
an agreeing possessor that precedes the nominal is generated at the TNP edge.
Importantly, such possessors can move out of the adjunct under consideration.

(21) Serbo-Croatian
Ivanovom; je on tréao [ t; Sumom  ].
Ivan’s.INs is he run forest.INs

‘He ran through Ivan’s forest’

Boskovi¢ (2018) provides a number of additional cases which also show that
elements that are base-generated at an adjunct edge can move out of adjuncts, in
contrast to those that are not generated at an adjunct edge.'

What is important for our purposes is that the CSC behaves just like the AC in
this respect. Recall that an agreeing possessor can extract out of a TNP adjunct,

One such case is given in (i) (see Boskovié¢ 2018 for an account why (i) is unacceptable in
English).

(i) Izuzetno; seon [t;lose ] ponasao?

extremely is he  badly behaved
‘He behaved extremely badly’
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while an adnominal genitive cannot. Coordinations behave in exactly the same
way: an agreeing possessor can extract out of a conjunct (22), but an adnominal
genitive cannot (23).1!

(22) Serbo-Croatian
Markovog; jeon [ t; prijatelja ]i [Ivanovu sestru ] vidio.
Marko’s.Acc is he friend.Acc and Ivan’s.Acc sister.AcC seen
‘He saw Marko’s friend and Ivan’s sister’

(23) Serbo-Croatian
*Fizike; jeon [studenta t;]i [Ivana ] vidio.
physics.GEN is he student.acc  and Ivan.acc seen
‘He saw a student of physics and Ivan’

What is important for our purposes is that both traditional adjuncts and tra-
ditional conjuncts exceptionally allow extraction of elements that are base-gene-
rated at their edge.

To sum up the discussion in this section, we have seen that in a number of
environments extraction is exceptionally possible out of conjuncts and adjuncts.
Significantly, the enviroments where extraction is exceptionally possible out of
conjuncts and adjuncts are the same - all the contexts discussed in this section
exceptionally allow extraction out of both conjuncts and adjuncts (see below for
an additional case). That the two behave in the same way in this respect then
provides an argument that they should be unified, which is straightforwardly
accomplished if they involve the same syntactic configuration.

4 Some differences between the CSC and the AC and
rescue by PF deletion

Above, I have discussed a number of similarities between CSC effects and AC ef-
fects which can be captured under the analysis on which traditional adjunction
actually involves coordination, which is motivated by Higginbotham’s semantics
of adjunction. There are, however, also some differences between the two, which

"Left-branch extractions in SC are best when the remnant precedes the verb, but the relevant
contrast is also there when the coordination follows the verb. Notice that there is an interfering
factor when such extraction is attempted out of the second conjunct. As noted in Stjepanovié¢
(2014) and discussed below, i ‘and’ is a proclitic, which procliticizes to the element following
it. A problem then arises if the element following it is a trace.
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will be discussed in this section, starting with an obvious difference.’? Consider
(24-25), which are intended to represent a case of traditional coordination (24)
and a case of traditional adjunction (25), which is also treated as involving coor-
dination under the current analysis.

(24) DP & DP
(25) VP & Adjunct

The conjuncts in the traditional coordination in (24) are symmetric regarding
islandhood in that extraction is banned out of each conjunct (putting aside the
ATB case).

(26) a. *Who; did you see [ a friend of t; ] and John?
b. *Who; did you see John and [ a friend of t; ]?

However, this is not the case with (25), where extraction is not banned out of
the first conjunct, i.e. VP.

(27) What; did you [ buy t; ] slowly?

A question then arises under the current analysis regarding the source of this
difference. In particular, what raises the issue here is the grammaticality of (27),
which appears to be unexpected.

As noted above, providing an account of the unacceptability of extraction out
of conjuncts goes beyond the scope of this paper. I simply assume here that con-
juncts are islands (as explicitly also argued in Oda 2017). The islandhood of con-
juncts is apparently voided for the VP conjunct in (27). The question is why.
There is actually a rather straightforward answer to this question.

Boskovié¢ (2011; 2013b) discusses a variety of islands from a number of lan-
guages and observes that movement of the head of an island voids islandhood (for
additional arguments to that effect, see Boskovi¢ 2015). Based on this, Boskovi¢
establishes the generalization in (28).

(28) Traces do not head islands.

2 A reviewer notes that coordination and traditional adjunction differ regarding gapping, com-
pare John ate an apple and Mary a pear with *John ate an apple after Mary a pear. The difference
can be accounted for under Johnson’s (2009) analysis of gapping (gapping is actually quite gen-
erally disallowed in embedded clauses, even with coordination).
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Boskovi¢ (2013b) provides a number of arguments for (28). As an illustration,
consider the saving effect of article incorporation on islandhood in Galician,
also discussed in Uriagereka (1988; 1996). Galician has a rather interesting phe-
nomenon of D-to-V incorporation, which quite generally voids islandhood of
the DP from which the incorporation takes place (see Uriagereka 1988; 1996;
Boskovi¢ 2013b). Thus, Galician disallows movement from definite DPs, as in (29).
However, the violation is voided when D incorporates into the verb, as shown by
(30).13 Further confirmation of the islandhood-voiding effect of article incorpora-
tion is provided by (31). Extraction from adjuncts is banned in Galician, as in (31).
However, the ban is voided under D-incorporation, as in (32) (the same holds for
the subject condition effect, which is also voided under article incorporation).

(29) Galician (Uriagereka 1988: 81)
*e dequén; viches [ppo [np retrato t;]]?

and of who saw(you) the portrait
(30) Galician (Uriagereka 1988: 81)
e de quén; viche-lo; [op [pr ti [np retrato ]]]?
and of whom saw(you)-the portrait

‘So, who have you seen the portrait of?’

(31) Galician (Boskovi¢ 2016: 58)
?? de que  semana traballastedes [pp o Luns ]
of which week  worked(you) the Monday

‘Of which week did you guys work the Monday?’

(32) Galician (Boskovi¢ 2016: 58)
de que  semana; traballastede-lo; [pp [p tj Luns ]
of which week  worked(you)-the Monday

These cases illustrate the generalization in (28). The islandhood of the DPs
from (29) and (31) is voided in (30) and (32), where the relevant DPs are headed
by a trace, due to the movement of the head of the DP in question. Boskovi¢
(2013b; 2015) provides a number of other cases from a wide range of languages
that illustrate the same effect (thus, Boskovi¢ 2013b shows that, among other
things, Baker’s (1988) government transparency corollary effects are also sub-
sumed under (28); i.e. they also involve islands that are headed by a trace.) Under
(28), if the head of an island o undergoes movement, the islandhood of « is voided,
making movement out of a possible.

3 As discussed in Uriagereka (1988), when the article incorporates the final s of the verb is trun-
cated.
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Boskovié (2011; 2013b) also provides an account of the effect in question, which
unifies it with the rescuing effect that ellipsis has on islandhood, noted by Ross
(1969) and illustrated by (33).1

(33) a. *She kissed a man who bit one of my friends, but Tom does not
realize [ which one of my friends ]; she kissed [ a man who bit t; ].

b.  She kissed a man who bit one of my friends, but Tom does not

realize [ which one of my friends ]; shekissed{aman-whebitt.
(Ross 1969: 276)

The effect from (33) is standardly treated in terms of rescue by PF deletion
(Chomsky 1972; Merchant 2001; Lasnik 2001; Fox & Lasnik 2003; Hornstein et al.
2003; Boeckx & Lasnik 2006; Boskovi¢ 2011 among others): a * is assigned to an
island when movement crosses it. If the * remains in the final PF representation, a
violation incurs. If a later operation like ellipsis deletes the category that contains
the "-marked element, the derivation is rescued. Under the standard analysis,
then, when wh-movement crosses the island in (33) the island is *-marked in both
(33a) and (33b). Since the *-marked element is deleted in (33b) the islandhood
effect disappears in this example.

Boskovié¢ (2011; 2013b) also provides a rescue-by-PF deletion account of the
generalization in (28), unifying (28) with the rescuing effect of ellipsis on island-
hood. Boskovi¢ argues that what is *-marked is not the whole island, but the head
of the island. This means that in e.g. (29), what is *-marked is the head of the ob-
ject DP. The reason for the rescuing effect of head movement in (30) is that the
*-marked element in the head position of the object DP is actually a copy that
is deleted under copy deletion in PF. The offending *-marked element is thus
deleted in PF in (30), just as it is in (33). The analysis quite generally captures the
generalization in (28).1> (Boskovi¢ 2011 also extends the analysis to the general-
ization that traces do not count as interveners (Chomsky 1995). In the relevant
cases, the *-marked intervener is also removed under PF copy deletion, see the
discussion below).

4See, however, Abels (2011); Barros et al. (2014).

The analysis predicts that head movement is not sensitive to (non-relativized minimality) is-
lands, more precisely, that the head of an island can move out of the island since the locality
violation will be rescued by deleting the copy of the moved head (the prediction holds only
for the head of the island and does not hold for relativized minimality - i.e head-movement
constraint — violations; see Boskovi¢ 2013b). Boskovi¢ (2013b) provides a number of cases from
a variety of languages that this is indeed the case (in fact, Galician article incorporation - cf.
(32) -, which is also acceptable without wh-movement, is one such case; see also Boskovié¢
2013b on noun incorporation in Kinyarwanda, Chichewa, and Southern Tiwa).
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At any rate, what is important for our purposes is that head movement voids
islandhood: if the head of an island undergoes movement, the islandhood effect
disappears, making movement out of the island possible.

Returning to the potentially problematic case in (27), we now have a straight-
forward explanation why movement out of the VP, which is a conjunct hence
an island under the current analysis, is allowed in this case. The reason is V-to-v
movement.!® Being a conjunct, the VP (i.e. the bracketed element) in (27) is an is-
land. However, V-to-v movement, i.e. movement of the head of the VP, voids the
islandhood of the VP, allowing movement out of this VP, as in (27). The grammat-
icality of (27) is then just another instance of the general rescuing effect of head
movement on islandhood, given in (28). The potential obstacle to the unification
of the CSC and the AC that was raised by (27) is thus rather straightforwardly
resolved; the reason for the grammaticality of (27) is an independent and more
general effect regarding locality of movement.

The analysis does not only remove a potential problem for the unification of
the CSC and the AC raised by (27) but it also makes a prediction. Consider again
(24-25). Just like in (25) movement of the head of the VP conjunct makes move-
ment out of the VP possible so should movement of the head of the corresponding
conjunct in (24) make movement out of this conjunct possible. The prediction can
in fact be tested with respect to Galician. The issue here is whether article incor-
poration in Galician also improves extraction out of a conjunct. It turns out that
it does. Consider (34-35) (the Galician data below are due to Juan Uriagereka,
p-c.; a in (34-35) is a differential object marker).

(34) Galician
*De quén; vistedes [o amigot; | e-mais[a  Xan ] onte?
of who (you)saw the friend  and poM Xan yesterday
intended: ‘You saw [[the friend of who] and [Juan]] yesterday?’
(35) Galician
?? De quén, vistede-lo; [ tj amigo t; ] e-mais[a  Xan ] onte?
of who (you)saw-the  friend  and poM Xan yesterday

(34) shows that extraction out of a conjunct is not possible in Galician, i.e. con-
juncts are islands. Importantly, (35), which involves article incorporation from
the conjunct from which wh-movement takes place, is clearly better than (34),

®There are various proposals in the literature regarding the exact identity of the relevant head
and the height of V-movement (e.g. we could be dealing here with a vP conjunct, with the verb
moving to VoiceP above vP, see Collins 2005); I simply use v for ease of exposition.
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which does not involve article incorporation. Article incorporation thus also im-
proves extraction out of conjuncts.

Putting for the moment the residual awkwardness of (35) aside, and focusing
on the fact that (35) is better than (34), the current analysis unifies the gram-
maticality of (27) with the improvements that article incorporation causes for
wh-movement in (31-32) and (34-35). All the relevant cases involve extraction
out of a conjunct where the head of the conjunct undergoes movement.

Consider now why, in contrast to (27) and (32), (35) is still degraded (although
better than (34), which is what is crucial here for our purposes).” Oda (2017)
captures the two parts of the CSC, i.e. (1-2), by proposing that both individual
conjuncts and ConjP are islands. What this entails for our purposes is that with
extraction out of a conjunct, what is *-marked is the head of the conjunct itself,
as well as the head of ConjP (given that what is *-marked is the head of an island).
In (34), both *-marked heads survive into PF, hence the strong unacceptability of
the construction. On the other hand, in (35), the *-marked head of the conjunct is
removed in PF through copy-deletion. However, the *-marked head of ConjP is
still present in PF. I suggest that this is the reason for the residual awkwardness of
(35). Article-incorporation voids the islandhood of the conjunct itself, by turning
its head into a trace (i.e. a copy that is deleted in PF). However, it does not affect
the islandhood of ConjP. The analysis thus captures the contrast between (34)
and (35), as well as the fact that (35) itself is still degraded.

What about (27) and (32), which involve traditional adjunction? I suggest that
what is important here is that the ConjP head in these examples is phonologically
null. In this respect, the head of ConjP in (27) and (32) in fact does not differ from
the head of the first conjunct in (27) and the second conjunct in (32) — in all these
cases the relevant head is phonologically null. Now, it is standardly assumed
that intervening heads block head movement (see e.g. Roberts 2010). There is an
additional implicit assumption here: in all the cases that are traditionally given as
an illustration of this effect the blocking head is overt. This is in fact reminiscent
of another standard assumption, noted briefly above, that traces do not count as
interveners.!® What traces and null heads have in common is that they are both

17(32) is actually slightly awkward (meriting at most ?). The proposal below will not explain the
residual awkwardness of (32), which I leave open here (also putting it aside below), merely
noting that there may be a weak intervention effect associated with phrasal movement from
the second conjunct crossing the first conjunct, also a phrase (32 is in fact fully acceptable
if it involves only head-movement/article incorporation, see Boskovi¢ 2013b); in this respect
compare also (35) with (39) below and note that (26b) is worse than (26a); for discussion of the
effect in question, which I put aside here, see Boskovi¢ (2020), who also shows that the effect
is selective in that it depends on labeling (so it does not arise in all relevant contexts).

8Notice that there is no conflict between the assumption that traces do not count as interveners
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phonologically null; this means that null elements do not count as interveners.
Boskovic (2011) in fact provides a rescue by PF deletion account of the trace case
that can be generalized to the null head case. Boskovi¢ (2011) argues that with
intervention effects, what is *-marked is the intervener itself. With traces, the
intervener is deleted in PF, which voids the intervention effect. Another way to
look at this is that the locality effect is voided if the *-marked element is not
realized (i.e. pronounced) in PF, i.e. a * induces a violation in PF only if it is PF
realized, i.e. if it is present on a PF-realized element.!’

There is independent evidence for the above account of (27), where the rea-
son why (27) does not display the CSC effect, although adjunction is treated as
coordination, is that the ConjP head is phonologically null here. Progovac (1998;
1999), who also argues for a unified analysis of coordination and traditional ad-
junction based on the coordination analysis of the latter, observes that in some
cases the ConjP head can in fact be overt with traditional adjunction based on
examples like (36). Importantly, extraction out of the VP conjunct is degraded in
such cases: (37a,b) are worse than (27). This is exactly what is expected: since the
*-marked head of ConjP is phonologically realized in (37a,b), in contrast to (27),
examples (37a,b) are degraded, in contrast to (27).

(36) a. Mary read his paper, and quickly.
b. John read the book, and avidly.

(37) a. ?? What did Mary read, and quickly?
b. ?? What did John read, and avidly?

We now have all we need to account for the full paradigm under consideration.
In (27) and (32), both the islandhood of the relevant individual conjuncts and the
islandhood of ConjP is voided since both the head of the relevant conjuncts and
the head of ConjP are phonologically null. On the other hand, in (35), only the
head of the conjunct is null, which means that the islandhood of the conjunct, but
not the islandhood of ConjP, is voided here. Notice also that (34) is worse than
(31), which is also captured under the current analysis. (34) in a sense involves
two violations, since the heads of both islands, the relevant conjunct and ConjP,

for extraction and the blocking effect of wh-traces on wanna-contraction. Under multiple spell-
out (see Uriagereka 1999; Epstein 1999; Chomsky 2000; 2001 among many others), it is not a
wh-trace but the wh-phrase itself that blocks wanna-contraction (see Boskovi¢ 2013a, where
it is shown that this kind of approach also captures the traditional claim that NP-traces do
not block contraction; traces actually never block contraction, only heads of chains do under
a multiple spell-out analysis).

YThough see below for a potential alternative.
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are phonologically overt. On the other hand, in (31) only the former is phono-
logically overt: the islandhood of ConjP is voided here since the head of ConjP
itself is phonologically null. Furthermore, notice that standard CSC violations
like (26a) are worse than traditional adjunction cases with an overt conjunction
like (37). This is also expected and can be accounted for on a par with the contrast
between (31) and (34): (26a) involves two island violations since both the head of
the conjunct island and the head of ConjP are overt while in (37) only the head of
ConjP is overt. The proposed analysis thus captures the full paradigm in (26-27,
31-32, 34-35, and 37): it captures the fact that (27) and (32) are better than the
rest of this paradigm, the contrast between (34) and (35) as well as the fact that
(35) is still degraded, and the fact that (34) is more strongly degraded than (31)
and that (26) is more strongly degraded than (37).2°

What is particularly important for our purposes is that the current analysis
unifies the grammaticality of (27) and the improvement that article incorporation
causes in (34-35). In both cases we are dealing with extraction out of a conjunct
where the head of the conjunct undergoes movement, voiding the islandhood
of the conjunct. The grammaticality of (27) then turns out not only not to be a
problem for the unified CSC/AC analysis, but it in fact has its counterpart with
the traditional CSC, thus providing an argument for the unified analysis. In other
words, we are dealing here with another case where movement out of a conjunct
is exceptionally allowed, which also extends to traditional adjunction. In fact, the
effect holds not only for what under the traditional view would be considered
to be the “host” of adjunction, i.e. the VP in (25), but also for the traditional
adjunct itself. As shown in (31-32), the islandhood of extraction out of adjuncts
is also voided under movement of the adjunct head. I conclude therefore that
what appeared here to be a difference between the CSC and the AC is in fact
another case where the two behave in the same way, which can be added to the
cases discussed in §3: both the CSC and the AC effect are voided under head
movement of the head of the conjunct/adjunct.

There is still one missing piece needed to complete the paradigm regarding
the rescuing effect of head movement on extraction from conjuncts. Returning
to (24-25), we have seen that head movement rescues extraction out of both
conjuncts in the traditional adjunction case in (25), i.e. it makes extraction out
of both VP and the traditional adjunct possible. Regarding (24), we have seen

220ne issue that I will put aside here is whether extraction out of all conjuncts can be saved by
movement of the conjunct head. What is important for us is that this is in principle possible,
hence needs to be allowed. Whether there are factors that constrain the effect in question will
be left for future research (see Boskovi¢ 2017, where it is argued that the status of a conjunct
with respect to phasehood matters here; for relevant discussion see also Boskovié¢ 2020).
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that head movement of the head of the conjunct makes extraction out of the first
conjunct possible. The remaining piece of the puzzle concerns extraction out of
the second conjunct in (24). Does head movement of the head of that conjunct
make extraction out of it possible? We have confirmed the rescuing effect of
head movement on extraction out of a conjunct regarding the first conjunct in
(24) with article incorporation in Galician. Does the effect also hold for extraction
from the second conjunct? In fact, it does. Conjunction e mais in Galician can host
article incorporation. Crucially, extraction out of the second conjunct is worse
in (38) than in (39), the difference here being that the article head of the second
conjunct, from which wh-extraction takes place, undergoes incorporation only
in (39). (Not surprisingly given the above discussion, while better than (38), (39)
is still degraded.)

(38) Galician
*De qué cidade; vistedes um retrato de Diegoe mais[a
of whatcity (you)saw a portrait of Diego and the
paisaxe  t;]?
landscape
(39) Galician
??? De qué cidade; vistedes um retrato de Diego e-mai-la; [t
of whatcity (you)saw a portrait of Diego and-the
paisaxe  t;]?
landscape

I will conclude the discussion in this section with an example which can be
analyzed in several ways within the approach argued for here. The example is
given in (40).

(40) * What; did you see [pictures of t;] and paintings of Storrs?

The conjunct from which extraction takes place in (40) is most often assumed
to be a DP, headed by a null D. Given the grammaticality status of (40), here we
do want the *-marking on the head of the conjunct to contribute to the ungram-
maticality of the example.

There are several possibilities here. One possibility is that the conjunct is ac-
tually smaller than DP, with the noun located in (possibly moving to) the head
position of the conjunct. Nothing special would then need to be said about such
cases.

If the conjunct is a DP, with the noun located lower than D, we could assume
that this is actually a D that is deleted in PF, with PF D-deletion either not yet
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having taken place at the point when *-marking is checked, or with *-marking
interfering with the required D deletion here. However, what may be relevant
here is that DP is a phase, in contrast to ConjP (see Boskovi¢ 2017 for relevant
discussion). In light of this, it is possible that, as suggested above, *-marking on
null heads never matters (i.e. it does not induce a PF violation) but that *-marked
heads are unable to send their complement to spell-out. The standard assump-
tion is that phasal heads send their complement to spell-out after all their un-
interpretable features are checked; under the suggestion made here *-marking
has a similar effect to uninterpretable features in that it prevents spell-out. As a
result, the *-marked null D in (40) would not be able to send its complement to
spell-out.?!

There is another possibility here. Assume a framework like Distributed Mor-
phology, where phonological features are inserted in PF to essentially lexicalize
appropriate feature matrices. As argued in Progovac (1998; 1999) and discussed
briefly in §6 (see footnote 27), the reason why Conj is typically not lexicalized
with traditional adjunction is the avoid overt conjunction principle, which works
in a similar way as Chomsky’s (1981) avoid pronoun principle. We can then as-
sume that in the relevant situations (see §6 for why this happens with tradi-
tional adjunction), the feature matrix of the conjunction head (or the pronoun
in the cases where the avoid pronoun principle is relevant, see Holmberg 2005)
is deleted, as a result of which phonological features cannot be inserted. This is
not the case with the null D in (40). The feature matrix of this null D simply does
not correspond to any phonological features (in contrast to the conjunction head,
where, unless the relevant feature matrix is deleted, phonological features would
be inserted): there is no deletion of the feature matrix here that would prevent
phonological feature insertion. Under this analysis, the difference between the
null Conj head in examples like (27) and the null D in examples like (40) with
respect to *-marking is treated in the same way as the difference between the ar-
ticle and its trace in Galician examples like (29-30): In all these cases the relevant

21T assume that spell-out must take place for each phasal level, which means that we do have
a violation here. Notice also that there is still a difference here with the Galician case in (30),
where the *-marked element in D is deleted under copy deletion. Under the analysis under con-
sideration, the spell-out for the DP phase in (30) would be triggered only after D-incorporation
(with copy deletion appropriately ordered), which is in fact in line with Chomsky’s (2001) pro-
posal that the spell-out for phase XP is triggered by a higher phase head. (Note also that, as
argued in Boskovi¢ 2015, D-incorporation is driven by an uninterpretable feature of D, which
means that D anyway could not trigger spell-out before it moves.) It should, however, be noted
that under the approach to phases in Boskovi¢ (2015), D-incorporation voids the phasehood of
the DP from which it takes place, so that the issue of DP-phase spell-out would not even arise
in this case.
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head is *-marked due to extraction out of a conjunct, conjuncts being islands. The
*-marked head is then deleted in (30) (due to copy deletion) and (27) (due to the
avoid overt conjunction principle, which works on a par with the avoid pronoun
principle). On the other hand, the *-marked head is not deleted in examples like
(29) and (40). Notice that under this analysis, *-marking on elements which are
not realized (i.e. pronounced) in PF would not actually be ignored.??

Atany rate, Ileave teasing apart the analyses of (40) suggested above for future
research and continue to assume below that a * induces a violation in PF only if
it is present on a PF realized element.?®

5 On extraction of conjuncts/adjuncts

As noted at the outset, the discussion in this paper is limited to islandhood of
conjuncts and adjuncts, i.e. extraction out of conjuncts/adjuncts; it does not deal
with extraction of conjuncts/adjuncts. As discussed in §1, while the CSC was
traditionally assumed to hold both for extraction out of conjuncts and for ex-
traction of conjuncts, this view is quite clearly wrong, since there are languages
that productively allow extraction of conjuncts but still disallow extraction out
of conjuncts. This is the reason why I have put the discussion of extraction of
conjuncts, i.e. (2), aside above. In this section, I will, however, make some brief
remarks on extraction of conjuncts, i.e. the status of (2), the reason being that
the rescue-by-PF deletion mechanism, which I have appealed to above, turns out
to be relevant to (2), as was in fact explicitly argued in Stjepanovi¢ (2014) and
Oda (2017).

Notice first that the CSC is not completely divorced from the AC even when it
comes to (2), i.e. extraction of the conjunct/adjunct. Both are in principle possible,
but there is a productivity difference here in that extraction of adjuncts is more
readily available crosslinguistically than extraction of conjuncts. In this respect,
we have the following situation: there are languages like Japanese and SC that
in principle allow both extraction of conjuncts and extraction of adjuncts; there
are languages like English that allow extraction of adjuncts but not extraction of
conjuncts. I am, however, not aware of any languages that would allow extrac-
tion of conjuncts but not extraction of adjuncts. In other words, we have a small
implicational hierarchy here, where the possibility of extraction of adjuncts en-
tails the possibility of extraction of conjuncts. It turns out that there is a way of

22For an argument that it should not be, see Bogkovi¢ (2011).
#The discussion below can be easily adjusted to the last account of (40) suggested above, if it
turns out to be the most appropriate one.
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making sense of this state of affairs under the rescue-by-PF deletion approach
discussed above.

Recall that Oda (2017) argues that both individual conjuncts and ConjP are
islands. When it comes to extraction of conjuncts themselves, i.e. (2), what is
relevant is the islandhood of ConjP: the island that is crossed when a conjunct
is extracted is ConjP. This means that what is *-marked when a conjunct is ex-
tracted is the head of ConjP (given that what is *-marked is the head of an island).

Importantly, in languages where extraction of a conjunct is allowed, it has
been shown that the ConjP head is a clitic that undergoes movement. In other
words, the head of ConjP is a trace. This immediately makes (28) relevant here:
the cliticization voids the islandhood of ConjP, making extraction of a conjunct
possible. In fact, Oda (2017) and Stjepanovié¢ (2014) argue for exactly this account
of the exceptional possibility of extraction of conjuncts in Japanese and SC. In
both languages the conjunction head is a clitic, which Oda and Stjepanovi¢ argue
undergoes movement. In Japanese, the conjunction is an enclitic and in SC it is
a proclitic. In Japanese (41), the conjunction cliticizes to the first conjunct and is
in fact carried along under the movement of the first conjunct, which quite con-
clusively shows that the conjunction head does not remain in its in situ position.

(41) Japanese (Oda 2017)

a. ?Kyoodai;-to kanojo-wa [ t; Toodai ]-ni
Kyoto.University-and she-Top Tokyo.University-DAT
akogareteiru.
admire

‘She admires Kyoto University and Tokyo University.

b. (?)Nanij-to Taro-ga [t; mizu]-o katta no?
what-and Taro-NoMm  water-acc bought @?
literally ‘What did Taro buy and water?’

In fact, as discussed in Oda (2017), in all languages where extraction of a con-
junct is possible the conjunction head is a clitic that undergoes movement.?*

2 As discussed in Stjepanovi¢ (2014), in SC the conjunction procliticizes to the second conjunct,
which makes movement of the first conjunct, as in (i-a), possible. (See Stjepanovi¢ 2014 for
details of the derivation, which also involves ConjP-internal movement of the second conjunct
prior to the procliticization of the conjunction to it. Stjepanovi¢ shows that the process in
question quite generally applies to SC proclitics; thus, she shows, following Boskovi¢ 2013b
and Tali¢ 2014, that the proclitic preposition in (i-b) procliticizes to the AP (and is carried
along under further movement of the AP, as in (i-c)), with Tali¢’s (2014) prosodic arguments
for procliticization in terms of syntactic movement of the preposition in (i-b) extending to the
conjunction in (i-a).)
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The possibility of conjunct extraction can then be rather straightforwardly ac-
counted for under (28), i.e. in terms of a rescue-by-PF deletion analysis (see Oda
2017; Stjepanovi¢ 2014).

As discussed above, with extraction of conjuncts, ConjP functions as an is-
land. This means that what is *-marked when such extraction takes place is the
head of ConjP. In Japanese, where the conjunction head undergoes movement,
the islandhood effect is voided since the *-marked element is deleted in PF (un-
der copy deletion). The analysis thus unifies acceptable CSC-2 violations like (41)
with other acceptable island violations in (30) and (32), all of which are instances
of the generalization in (28), which is, as discussed above, unified with the res-
cuing effect of ellipsis on locality violations, i.e. cases like (33), in terms of the
rescue-by-PF deletion mechanism.

Recall now the observation made above regarding the availability of extraction
of traditional conjuncts and traditional adjuncts, both of which involve extrac-
tion of conjuncts under the current analysis: extraction of traditional adjuncts
is much more generally available than extraction of traditional conjuncts. The
mechanism of rescue-by-PF deletion provides a straightforward account of why
this is the case. The above discussion has indicated that extraction of a traditional
conjunct is possible only if the head of ConjP is phonologically null, which we
have seen can be captured by the mechanism of rescue-by-PF deletion. Turning
to adjunct extraction, under the current analysis adjuncts are conjuncts, with
ConjP headed by a null head present in the structure. But this is exactly when
extraction of a conjunct is possible even with traditional coordination: when the
head of ConjP is phonologically null. True, the reason for this is different (in one
case the head is phonologically null as a result of PF copy deletion and in the
other case it is null to start with), but that does not matter under the approach

(i) Serbo-Croatian
a. ?’Knjige; je Marko [ t;i  filmove ] kupio.
books is Marko  and movies bought
‘Marko bought books and movies.
b. Onjeusao u veliku sobu.
he is entered in big  room
‘He entered a big room.

c. U veliku je usao sobu.

It may also be worth noting here that the clitichood of the conjunction may not be the
only requirement for the possibility of a CSC-2 violation. Oda notes that all the languages that
he observes can violate CSC-2 lack articles, which may suggest that such violations may be
possible only in NP languages under Boskovi¢’s (2008; 2012) analysis, where languages without
articles lack DP (for an account along these lines, see Boskovi¢ 2017).
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to rescue by PF deletion discussed above. The reason why the conjunct (a tra-
ditional adjunct) in (42) is then able to undergo movement is the same as the
reason why the conjunct in (41) (a traditional conjunct) is able to undergo move-
ment.?> What we see here is that a ConjP that is headed by a trace behaves like
traditional adjunction modification, which under the current analysis involves a
ConjP with a null head, in that both cases void islandhood, a state of affairs that
can be captured by the rescue-by-PF-deletion mechanism.

(42) How did John walk?

The analysis thus unifies the possibility of extraction out of the VP conjunct
in (27) and the improvement with extraction out of a traditional conjunct in (34—
35) with the possibility of extraction of a traditional conjunct in (41) and the
traditional adjunct in (42); what matters in all these cases is that the head of the
island, the conjunct and ConjP in the former case and ConjP in the latter case, is
phonologically null, which is captured under the rescue-by-PF deletion analysis.

There is an interesting prediction made by the current analysis that is worth
noting at this point. Recall that, as argued in Oda (2017), both conjuncts and
ConjP are islands. In cases like Galician (34), both of these islands are “violated”.
In (35), on other hand, the islandhood of the conjunct island is voided since the
head of the conjunct is phonologically null as a result of article incorporation.
Recall now that in languages like Japanese and SC, the head of ConjP (in tradi-
tional coordinations) is actually phonologically null (due to conjunction incorpo-
ration). This means that extraction out of a conjunct in Japanese and SC involves
extraction out of only one island, the conjunct. As a result, we would expect it
to be better than extraction out of a conjunct in English and Galician (34) - it
should be more on a par with Galician (35) than Galician (34). The prediction is
in fact more general, it holds for all languages where extraction of a conjunct is
possible; more precisely, in languages where CSC-2 can be voided by incorpo-
rating the conjunction head CSC-1 violations should be somewhat weaker than
in languages where this is not the case (unless such languages have a way of in-
corporating the conjunct head, like Galician). It is obviously difficult to compare
the strength of island violations across different languages, but impressionisti-
cally, CSC-1 violations do seem to be slightly weaker in Japanese and SC than in
English (one bilingual Japanese/English speaker consulted did find that CSC-1 vi-
olations with Japanese scrambling are weaker than CSC-1 violations with English

% As discussed in Oda (2017), extraction of the second conjunct in traditional coordinations is
not possible in Japanese for an independent PF reason that does not arise in (42) (the reason
also does not arise with wh-in-situ in Japanese, which Oda notes is possible as both the first
and the second conjunct).
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topicalization). Obviously, a more careful investigation is needed here, which I
leave for future research.?

The proposed analysis makes a similar prediction regarding the strength of
CSC-1 violations and the adjunct condition violation. Consider cases where no
islandhood is voided through movement of island heads (cf. 28). As discussed
above, both conjuncts and ConjP are islands. Extraction out of a conjunct then
involves two island violations. Since adjuncts are treated as conjuncts, extraction
out of an adjunct also involves extraction out of a conjunct island and a ConjP
island. However, since with adjuncts the head of ConjP is phonologically null,
the islandhood effect of ConjP is voided, as discussed above. Extraction out of
an adjunct then involves one island violation. We may then expect that CSC-1
violations should be stronger than adjunct condition violations in a language like
English. That indeed seems to be the case: CSC-1 violations like (4) seem to be
worse than adjunct condition violations like (5) (as noted above, the prediction
is also borne out with Galician (31) and (34), (34) being worse than (31)). On the
other hand, in a language like SC where the head of ConjP is also phonologically
null due to the cliticization of the conjunction, extraction out of both conjuncts
and adjuncts involves extraction out of a single island. CSC-1 violations and the
adjunct condition violations indeed seem to have more or less the same status in
SC. Of course, all the predictions noted in this passage still need to be confirmed
with more careful data elicitation.

6 Conclusion

This paper has argued for a unified approach to the islandhood of conjuncts and
adjuncts, both of which disallow extraction out of them. The unification was
made possible by adopting Higginbotham’s semantics of traditional adjunction,
on which traditional adjunction actually involves coordination. This paper took

261t is worth noting here that Oda (2017) observes a construction in SC where both the conjunct
and ConjP are headed by a trace, namely (i).

(1) () [U veliku]; je Ivanusao  [[t; sobu]i  u malu kuhinju].
in big is Ivan entered ~ room and in small kitchen

As noted in footnote 24, the conjunction undergoes procliticization in SC, which means
ConjP is headed by a trace in (i). Moreover, as also discussed in footnote 24, the head of the
first conjunct, which is a PP, undergoes procliticization to the AP, and is carried along under
movement of the AP. As a result of P-procliticization, the conjunct from which the AP is ex-
tracted is also headed by a trace. Both the islandhood of ConjP and the first conjunct are then
voided in (i) through the rescue-by-PF deletion mechanism, hence the acceptability of (i).
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this to be reflected in the syntax, with ConjP present in the syntax of traditional
adjunction (see also Progovac 1998; 1999). Not only did this position achieve
straightforward syntax-semantics mapping in the case at hand, but it also made
possible a unification of the islandhood of conjuncts and traditional adjuncts
since the two then involve the same syntactic configuration.

I have shown that there are a number of similarities in the islandhood of
conjuncts and adjuncts, including the general resistance of their islandhood to
crosslinguistic variation (in contrast to other traditional islands, which are sub-
ject to crosslinguistic variation). We have also seen that in a number of environ-
ments extraction is exceptionally possible out of conjuncts and adjuncts. Signifi-
cantly, the environments where extraction is exceptionally possible are the same
for conjuncts and adjuncts, which can be captured if the two involve the same
syntactic configuration. A number of important issues, however, still remain to
be addressed in future research, including the question why conjunctions are
typically null with traditional adjuncts and overt with traditional coordination,
as well as providing an actual account of the islandhood of conjuncts/adjuncts.

The intuition regarding the former issue seems clear: there are choices when
it comes to what heads ConjP in traditional coordinations. Even if we put aside
the obvious major distinction here, conjunction vs disjunction, languages often
have more than one coordinator, which come with different flavors syntactically
and/or semantically (note e.g. that the coordinator that hosts article incorpora-
tion in Galician is not simple e ‘and’ but e mais); in other words, phonological
realization of conjunction is a way of making a choice of which coordinator to
use. Traditional adjunction, on the other hand, involves the most neutral, straight
coordination which does not add anything else — this is the null Conj°.2”

Some preliminary remarks were also made regarding the islandhood of con-
juncts/adjuncts (an issue that is discussed in more detail from the perspective
taken in this paper in Oda 2017 and Boskovi¢ 2017; see also Boskovié¢ 2020). Im-
portantly, it was shown that in several cases where the islandhood of traditional
conjunction configurations is voided (for both individual conjuncts and the con-
junction phrase itself), where traditional adjunction configurations also do not

?’This does not mean that null Conj’ can never be used with traditional coordination (see Pro-
govac 1999 for some such cases) or that an overt Conj’ cannot be used in traditional adjunct
modification. Regarding the latter, as noted in §4, Progovac (1998; 1999) discusses examples
like I read his paper, and quickly and John read the book and avidly. Also relevant in the con-
text of the current discussion is Progovac’s (1999) economy of pronunciation which works in
a similar way as Chomsky’s (1981) avoid pronoun principle, choosing the null conjunction head
when possible (Progovac 1998 in fact adopts avoid overt conjunction).
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show islandhood (in both respects), the head of the conjunction (and individ-
ual conjuncts) is phonologically null, with the parallel situation holding for the
traditional adjunction configuration, a state of affairs which was captured by
appealing to the rescue-by-PF deletion mechanism. We have also seen that the
rescue-by-PF deletion analysis can account in a principled way for a number of
differences in the strength of the violation with extraction out of conjuncts and
adjuncts in various languages/contexts.

Abbreviations

AC adjunct condition INS instrumental

ACC accusative NOM nominative

ATB across-the-board PF phonetic form

CSC coordinate structure PIC phase impenetrability
constraint condition

DAT dative Q question particle

DOM differential object marking REFL  reflexive

ECP empty category principle SC Serbo-Croatian

EPP extended projection principle TNP  traditional NP

GEN genitive TOP topic

Acknowledgements

It is a pleasure and privilege to be able to dedicate this paper to Ian Roberts, for
his invaluable and lasting contributions to the field of linguistics.

For helpful comments on this work I thank two anonymous reviewers and the
participants of my 2016 seminar at the University of Connecticut.

References

Abels, Klaus. 2011. Don’t repair that island! It ain’t broke. Paper presented
at Islands in the Contemporary Theory, University of the Basque Country,
Victoria-Gasteiz.

Baker, Mark C. 1988. Incorporation: A theory of grammatical function changing.
Chicago: University of Chicago Press.

Barros, Matthew, Patrick D. Elliott & Gary Thoms. 2014. There is no island re-
pair. Ms., Rutgers University, University College London, and University of
Edinburgh.

253



Zeljko Boskovié

Boeckx, Cedric & Howard Lasnik. 2006. Intervention and repair.

Boskovié, Zeljko. 2005. On the locality of left branch extraction and the structure
of NP. Studia Linguistica 59(1). 1-45.

Boskovié, Zeljko. 2008. What will you have, DP or NP? In Emily Elfner & Martm
Walkow (eds.), NELS 37: Proceedings of the 37th annual meeting of the North
East Linguistic Society, 101-114. Amherst, MA: GLSA Publications.

Boskovié, Zeljko 2011. Rescue by PF deletion, traces as (non)interveners, and the
that-trace effect.

Boskovi¢, Zeljko. 2012. On NPs and clauses. In Giinther Grewendorf & Thomas
Ede Zimmermann (eds.), Discourse and grammar: From sentence types to lexical
categories, 179-246. Berlin: De Gruyter.

Boskovi¢, Zeljko. 2013a. Principles and parameters theory and minimalism. In
Marcel den Dikken (ed.), The Cambridge handbook of generative syntax, 95-
121. Cambridge: Cambridge University Press.

Boskovi¢, Zeljko. 2013b. Traces do not head islands: Essays in honor of Mamoru
Saito. In Yoichi Miyamoto, Daiko Takahashi, Hideki Maki, Masao Ochi, Koji
Sugisaki & Asako Uchibori (eds.), Deep insights, broad perspectives, 56—93.
Tokyo: Kaitakusha.

Boskovi¢, Zeljko. 2014. Now I'm a phase, now I'm not a phase: On the variability
of phases with extraction and ellipsis. Linguistic Inquiry 45(1). 27-89.

Boskovi¢, Zeljko. 2015. From the Complex NP Constraint to everything: On deep
extractions across categories. The Linguistic Review 32(4). 603-669.

Boskovi¢, Zeljko. 2016. What is sent to spell-out is phases, not phasal comple-
ments. Linguistica 56(1). 25-66.

Boskovi¢, Zeljko. 2017. On the coordinate structure constraint, 1slandhood
phases, and rescue by PF deletion. Ms., University of Connecticut. https://
boskovic.linguistics. uconn. edu/wp - content/uploads/ sites/2801/2019/05/
CSCFranksShortNoAcknow.pdf.

Boskovid, Zeljko. 2018. On movement out of moved elements, labels, and phases.
Linguistic Inquiry 49(2). 247-282. .

Boskovi¢, Zeljko. 2020. On the coordinate structure constraint, across-the-board
movement, and labeling. In Jeroen van Craenenbroeck, Cora Pots & Tanja Tem-
merman (eds.), Recent developments in phase theory. Berlin: De Gruyter.

Chomsky, Noam. 1972. Spheres of influence in the age of imperialism: Papers
submitted to the Bertrand Russell Centenary Symposium, Linz, Austria, 11-

254


https://doi.org/10.1162/ling.2006.37.1.150
https://doi.org/10.1162/ling.2006.37.1.150
https://doi.org/10.1111/j.1467-9582.2005.00118.x
https://doi.org/10.1162/LING_a_00027
https://doi.org/10.1162/LING_a_00148
https://doi.org/10.1162/LING_a_00148
https://doi.org/10.1515/tlr-2015-0006
https://doi.org/10.1515/tlr-2015-0006
https://doi.org/10.4312/linguistica.56.1.25-66
https://boskovic.linguistics.uconn.edu/wp-content/uploads/sites/2801/2019/05/CSCFranksShortNoAcknow.pdf
https://boskovic.linguistics.uconn.edu/wp-content/uploads/sites/2801/2019/05/CSCFranksShortNoAcknow.pdf
https://boskovic.linguistics.uconn.edu/wp-content/uploads/sites/2801/2019/05/CSCFranksShortNoAcknow.pdf
https://doi.org/10.1162/LING_a_00273

12 On the coordinate structure constraint and the adjunct condition

15 September 1972. Nottingham: Bertrand Russell Peace Foundation for The
Spokesman.

Chomsky, Noam. 1981. Lectures on government and binding. Dordrecht: Foris.

Chomsky, Noam. 1995. The Minimalist program. Cambridge, MA: MIT Press.

Chomsky, Noam. 2000. Minimalist inquiries: The framework. In Roger Martin,
David Michaels & Juan Uriagereka (eds.), Step by step: Essays on minimalist
syntax in honor of Howard Lasnik, 89-155. Cambridge, MA: MIT Press.

Chomsky, Noam. 2001. Derivation by phase. In Michael Kenstowicz (ed.), Ken
Hale: A life in language, 1-52. Cambridge, MA: MIT Press.

Collins, Chris. 2005. A smuggling approach to the passive in English. Syntax 8(2).
81-120.

Corver, Norbert. 1992. Left branch extraction. In Kimberly Broderick (ed.), NELS
22: Proceedings of the twenty-second annual meeting of the North East Linguistic
Society, 67-84. Amherst, MA: GLSA Publications.

Davidson, Donald D. 1967. The logical form of action sentences. In Nicholas
Rescher (ed.), The logic of decision and action, 81-95. Pittsburgh: Pittsburgh
University Press.

Despi¢, Miloje. 2011. Syntax in the absence of determiner phrase. University of
Connecticut. (Doctoral dissertation).

Despi¢, Miloje. 2013. Binding and the structure of NP in Serbo-Croatian. Linguis-
tic Inquiry 44(2). 239-270.

Dowty, David. 1989. On the semantic content of the notion of ‘thematic role’. In
Gennaro Chierchia, Barbara H. Partee & Raymond Turner (eds.), Properties,
types and meaning, vol. II: Semantic issues. Dordrecht: Kluwer.

Engdahl, Elisabet. 1986. Constituent questions. Dordrecht: Reidel.

Epstein, Samuel David. 1999. Un-principled syntax: The derivation of syntactic
relations. In Samuel David Epstein & Norbert Hornstein (eds.), Working mini-
malism, 317-345. Cambridge, MA: MIT Press.

Fox, Danny & Howard Lasnik. 2003. Successive-cyclic movement and island re-
pair: The difference between sluicing and VP-ellipsis. Linguistic Inquiry 34(1).
143-154.

Franks, Steven. 1993. On parallelism in across- the board dependencies. Linguistic
Inquiry 24(3). 509-528.

Grosu, Alexander. 1973. On the nonunitary nature of the Coordinate Structure
Constraint. Linguistic Inquiry 4(1). 88-92.

Haik, Isabelle. 1985. The syntax of operators. MIT. (Doctoral dissertation).

Higginbotham, James. 1985. On semantics. Linguistic Inquiry 16(4). 547-593.

Holmberg, Anders. 2005. Is there a little pro? Evidence from Finnish. Linguistic
Inquiry 36(4). 533-564.

255


https://doi.org/10.1111/j.1467-9612.2005.00076.x
https://doi.org/10.1162/ling_a_00126
https://doi.org/10.1162/002438903763255959
https://doi.org/10.1162/002438905774464322

Zeljko Boskovié

Hornstein, Norbert, Howard Lasnik & Juan Uriagereka. 2003. The dynamics of
islands: Speculations on the locality of movement. Linguistic Analysis 33(1-2).
149-175.

Hunter, Tim. 2011. Syntactic effects of conjunctivist semantics: Unifying movement
and adjunction. Amsterdam: John Benjamins.

Huybregts, Riny & Henk C. van Riemsdijk. 1985. Parasitic gaps and ATB. In
Stephen Berman, Jae-Woong Choe & Joyce McDonough (eds.), NELS 15: Pro-
ceedings of the fifteenth annual meeting of the North East Linguistic Society, 168—
187. Amherst, MA: GLSA Publications.

Johnson, Kyle. 2009. Gapping is not (VP-) ellipsis. Linguistic Inquiry 40(2). 289-
328. .

Kayne, Richard S. 1994. The antisymmetry of syntax. Cambridge, MA: MIT Press.

Lasnik, Howard. 2001. When can you save a structure by destroying it? In Min-
Joo Kim & Uri Strauss (eds.), NELS 31: Proceedings of the thirty-first annual
meeting of the North East Linguistic Society 31, 301-320. Amherst, MA: GLSA
Publications.

Law, Paul. 1993. On the base position of wh-adjuncts and extraction. Paper pre-
sented at the 67th annual meeting of the Linguistic Society of America, Los
Angeles, 7-10 January.

Marelj, Marijana. 2011. Bound-variable anaphora and left branch condition. Syn-
tax 14(4). 205-2209.

Merchant, Jason. 2001. The syntax of silence: Sluicing, zslands and the theory of
ellipsis. Oxford: Oxford University Press.

Munn, Alan Boag. 1993. Topics in the syntax and semantics of coordinate structures.
The University of Maryland. (Doctoral dissertation).

Nunes, Jairo. 2004. Linearization of chains and sideward movement. Cambridge,
MA: MIT Press.

Oda, Hiromune. 2017. Two types of the coordinate structure constraint and rescue
by PF deletion. In Andrew Lamont & Katerina Tetzloff (eds.), NELS 47: Proceed-
ings of the 47th annual meeting of the North East Linguistic Society, 343-356.
Ambherst, MA: GLSA Publications.

Parsons, Terence. 1980. Modifiers and quantifiers in natural language. Canadian
Journal of Philosophy Supplementary volume 6. 29-60.

Parsons, Terence. 1990. Events in the semantics of English: A study in subatomic
semantics. Cambridge, MA: MIT Press.

Postal, Paul M. 1998. Three investigations of extraction. Cambridge, MA: MIT Press.
215.

256


https://doi.org/10.1075/la.170
https://doi.org/10.1162/ling.2009.40.2.289
https://doi.org/10.1111/j.1467-9612.2011.00156.x
https://doi.org/10.1080/00455091.1980.10715756
https://doi.org/10.1080/00455091.1980.10715756

12 On the coordinate structure constraint and the adjunct condition

Progovac, Liljana. 1998. Avoid conjunction, adjunction, and the coordination of
likes constraint. In Zeljko Bogkovi¢, Steven Franks & William Snyder (eds.),
Formal approaches to Slavic linguistics: The Connecticut meeting 1997, 252-266.
Ann Arbor, MI: Michigan Slavic Publications.

Progovac, Liljana. 1999. Events and economy of coordination. Syntax 2(2). 141-
159. .

Roberts, Ian. 2010. Agreement and head movement: Clitics, incorporation, and de-
fective goals. Cambridge, MA: MIT Press.

Ross, John Robert. 1967. Constraints on variables in syntax. MIT. (Doctoral disser-
tation).

Ross, John Robert. 1969. Guess who? In Robert Binnick, Alice Davison, Georgia
M. Green & Jerry L. Morgan (eds.), Papers from the fifth regional meeting of the
Chicago Linguistic Society, 252-286. Chicago: University of Chicago.

Ross, John Robert. 1974. Three batons for cognitive psychology. In Walter B.
Weimer & David S. Palermo (eds.), Cognition and the symbolic processes, 63—
124. Hillsdale, NJ: Lawrence Erlbaum.

Runié, Jelena. 2014a. A new look at argument ellipsis: Evidence from Slavic. In
Hsin-Lun Huang, Ethan Poole & Amanda Rysling (eds.), NELS 43: Proceedings
of the forty-third annual meeting of the North East Linguistic Society, 91-102.
Ambherst, MA: GLSA Publications.

Runié, Jelena. 2014b. A new look at clitics, clitic doubling, and argument ellipsis:
Evidence from Slavic. University of Connecticut, Storrs. (Doctoral dissertation).

Stepanov, Arthur. 2001a. Cyclic domains in syntactic theory. University of Con-
necticut, Storrs. (Doctoral dissertation).

Stepanov, Arthur. 2001b. Late adjunction and minimalist phrase structure. Syntax
4(2). 94-125. .

Stjepanovié, Sandra. 2014. Left branch extraction and the Coordinate Structure
Constraint. In Jyoti Iyer & Leland Kusmer (eds.), NELS 44: Proceedings of
the forty-fourth annual meeting of the North East Linguistic Society, 157-170.
Ambherst, MA: GLSA Publications.

Stowell, Timothy. 1981. Origins of phrase structure. MIT. (Doctoral dissertation).

Takahashi, Daiko. 1994. Minimality of movement. University of Connecticut,
Storrs. (Doctoral dissertation).

Takahashi, Masahiko. 2012. Phases and the structure of NP: A comparative study
of Japanese and Serbo-Croat