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Introduction

According to Black (1999), empirical research is carried out in a cyclic way: ap-
proaching a research area bottom-up, data lead to interpretations and ideally to
the abstraction of laws, on the basis of which a theory can be derived. Deductive
research is based on a theory, on the basis of which hypotheses can be formu-
lated and tested against the background of empirical data. Looking at the state-
of-the-art in translation studies, either theories/models are designed or empirical
data are collected and interpreted. However, the completion of a scientific circle
by deriving hypotheses from existing theories or by drafting models and testing
them on the basis of empirical data, which can then be generalized and fed back
into the theoretical framework, can only rarely be found in translation studies.
First exceptions are for instance De Sutter et al. (2017) who link new empirical
methods to theoretical traditions, or Alves & Gongalves (2013) who investigate
translation units on the basis of relevance theoretical considerations. Another ex-
ample would be PACTE (2014) who operationalize their competence model and
test it with empirical insights. In the area of translation process research, the
comprehensive operationalization in terms of the scientific circle is still lacking.
From a methodological point of view, using empirical methods for the inves-
tigation of translation and interpreting phenomena has been an issue for quite
some time with a surge of research over the last two decades. While example-
based analyses of small numbers of source texts and their translations are still
used to generate hypotheses, many studies profit from empirical data in order
to test hypotheses, quantify findings and generalize interpretations. Finally, the
following questions have to be dealt with having the comprehensiveness of the
scientific circle in mind: how can we systematically operationalize a translation
model or theory in terms of testable variables, i.e. how can we assess a theory
or a model by means of data? Or the other way around: how can empirical data
be integrated in such a way that they result in a model or theory? Concerning
these questions, methods and techniques from translation process research can
be applied, as well as from product-oriented research, or combinations of both.
So far, product-oriented translation research has provided us with quantifica-
tions of translation phenomena without giving insights into explanatory back-
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grounds. Process-based research allows drawing conclusions on explanations
but in most cases lacks empirical evidence in form of significance testing. There-
fore, the integration of product- and process-based translation research seems
a promising goal in translation studies - including offline methods (retrospec-
tive interviews, comprehensibility ratings, etc.) as well as online methods (key-
logging, eyetracking, thinking aloud, etc., see e.g. Krings 2005). Gyde Hansen
(2002) as well as Fabio Alves (2003) were among the first to propose empirically-
based approaches tackling some of the challenges posed by dealing with both
process and product data. This kind of data triangulation has to be further elab-
orated in order to yield further insights into the cognitive processes involved in
translation.

However, some problems have to be coped with: We have to face the conse-
quence that multi-method approaches, which are necessary as a basis for data
triangulation, produce a huge amount of data, which cannot straightforwardly
be interpreted in terms of previously formulated hypotheses. Therefore, models
have to be found on the basis of data that can be investigated and interpreted in
a systematical and comprehensive way. As another consequence, statistical tests
have to be carried out in order to differentiate incidental findings from significant
results. The different kinds of data have to be mapped onto each other. When
dealing with translation corpora, alignment units are, for instance, not trivial to
define: compounds, contractions, differing tense systems, etc. lead to segmen-
tation problems across languages. The more annotation layers are included, the
more complex this mapping problem becomes. If, for example, eye-tracking and
key-logging data have to be mapped, time stamps might help to parallelize the
different processing units. If, however, eye-tracking and key-logging are to be
combined with linguistic annotation layers (e.g. on semantic relations or syn-
tactic functions), the time stamps have to be mapped onto word indexes or vice
versa, which is not trivial at all.

This volume consists of papers selected from contributions to the 2013 con-
ference of the European Society for Translation Studies (EST 2013) and the 2015
edition of the Translation in Transition conference (TiT 2015), both held at the
Faculty for Translation Studies, Linguistics and Cultural Studies of the Univer-
sity of Mainz in Germersheim, Germany. It addresses the above-mentioned is-
sues from several perspectives: multi-method product- as well as process-based
research gives insights into translation as well as interpreting phenomena. These
phenomena may include cognitive and organizational processes, procedures and
strategies, competence and performance, translation properties and universals,
etc. Empirical findings about the deeper structures of translation and interpret-

viii
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ing will reduce the gap between translation and interpreting data and model
and theory building. Furthermore, the availability of more large-scale empirical
testing triggers the development of models and theories concerning translation
and interpreting phenomena and behavior based on quantifiable, replicable and
transparent data.

Germersheim and Leipzig, November 2017
Silvia Hansen-Schirra, Oliver Czulo, Sascha Hofmann
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Chapter 1

Predicting cognate translation

Silvia Hansen-Schirra
Jean Nitzke

Katharina Oster

FTSK Germersheim, Johannes-Gutenberg-Universtitit Mainz

Empirically-based translation research has so far been developed within two ma-
jor self-standing approaches: corpus-based work on properties of translated texts
or translation universals (product) and experimental studies of translators’ expert
performance (process). Recently, advances in corpus architecture and multi-level
corpus querying are combined with methods from psycholinguistics and cogni-
tive science in order to determine predictors for translation candidate probabilities,
which in turn may range from free to literal translation solutions. In the corpus-
based realm, free translations lead to normalization effects, whereas literal ones
trigger shining-through. Speaking from a cognitive point of view, shining-through
can be related to the literal translation hypothesis, while normalization may occur
due to monitoring processes.

This paper investigates the conditions under which cognates are translated into
more literal or free translation candidates. Some of the influential factors are text
internal (e.g. context) or external (e.g. language status); others are translation in-
herent, such as the expertise of the translator and the translation mode. The former
are discussed from a product-based perspective, the latter are analyzed in a more
process-oriented manner. Multi-method approaches including translation corpora
and experimental data are used for predicting the probability of cognate variation
in translation. As a consequence, the predictors are discussed against the back-
ground of the monitor model.

Silvia Hansen-Schirra, Jean Nitzke & Katharina Oster. Predicting cognate trans-
lation. In Silvia Hansen-Schirra, Oliver Czulo & Sascha Hofmann (eds.), Empiri-
I cal modelling of translation and interpreting, 3-22. Berlin: Language Science Press.
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1 Cognition meets translation constraints

Toury (1995) identifies two laws of translational behavior: he explains that there
is a law of growing standardization, i.e., that “in translation, textual relations
obtaining in the original are often modified, sometimes to the point of being to-
tally ignored, in favour of (more) habitual options offered by a target repertoire”
(Toury 1995: 268). However, Toury also suggests that translators tend to produce
a translated utterance not by retrieving the target language via their own linguis-
tic knowledge, but directly from the source utterance itself. The universality of
discourse transfer is expressed through another translational law, the law of in-
terference: “in translation, phenomena pertaining to the make-up of the source
text tend to be transferred to the target text” (Toury 1995: 275).

From a corpus-based perspective, the first law is also reflected in Baker (1996)
universal feature of normalization: Normalization (or conservatism) means that
translators tend to conform to the typical patterns of the target language or even
to exaggerate their use. This universal feature also includes the tendency to nor-
malize marked and ungrammatical structures. But if the status of the source lan-
guage is significantly higher than the status of the target language (for example,
English compared with other languages in the field of software), normalization
in translations is weakened or the opposite tendency might even be observed. If
this is the case, the typical patterns of the source language are still visible in the
translations, which Teich (2003) calls shining-through.

The continuum between foreignization and domestication is also reflected in
the choice of literal vs. more or less free translation strategies and procedures
as well as formal vs. dynamic equivalence (Vinay & Darbelnet 1995; Newmark
1988). However, Tirkkonen-Condit (2005b) argues that literal translation is a de-
fault translation procedure, which is cognitively preferred to others. Chesterman
(2011) and Halverson (2015) reintroduce the concept of literal translation, assum-
ing that entrenchment effects strengthen the co-activation of linguistic patterns
and thus reduce the cognitive load during translation for literal renderings (see
Schaeffer & Carl (2014) for an empirical operationalization).

From a cognitive perspective, literal translation can be explained by the prim-
ing effect. When a translator reads a source text element, a specific element in
the target language is primed due to close memory links. It can then be more eas-
ily produced than other translation solutions. These close memory links might
exist on different linguistic levels. Elements of similar form, similar word class
and similar meaning have strong links across language borders.

The monitor model was proposed by Tirkkonen-Condit (2005a). She assumes
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that translators follow a predefined translation root, which is the easiest way to
translate a text. But they constantly monitor production and as soon as a problem
is encountered in this default translation root, they stop the literal translation
process and try to find a better solution. This model has been tested by Carl &
Dragsted (2012).

The continuum between monitoring and priming/literal translation could be
another way to perceive Toury’s laws of standardization and interference. The
monitor model, however, still exhibits some shortcomings. It is, for example, not
precise enough to determine which factors influence priming. As priming might
exist on several linguistic levels, what determines its strength? Finding answers
to these questions and thus creating a more elaborate monitor model could help
to predict translational behavior.

For this purpose, we will investigate cognates (translation equivalents which
share a similar form). Several studies have shown that the number of cognates
in translations varies significantly depending on other factors such as language
status of the respective languages (Vintar & Hansen-Schirra 2005) and transla-
tion mode (Oster 2017 [this volume]). Cognates are relatively easy to manage in
experimental settings and can be investigated in many language pairs. We thus
believe that they are a good basis for the investigation of the different priming
roots.

In the following, we will examine different factors that might influence the
production of cognates. Some are text internal, such as context or external such
as language status of the respective languages, as well as historical developments.
These constraints will be investigated from a product-based perspective. How-
ever, other factors are translation inherent, such as the expertise of the translator
and the translation mode, which will be analyzed from a more process-oriented
perspective. We will show how the translation of cognates can be predicted
within the context of the different constraints and finally discuss how the predic-
tors can be implemented into the monitor model.

2 Cultural-political predictors

Our hypothesis is that cultural-political predictors influence translation choices.
In the following, we introduce two external factors that predict translation be-
havior: language status and socio-historical influences.
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2.1 Language status

The first study deals with two language pairs for which we assume that the
relation between the source and target languages and cultures differ: English-
German and English-Slovene. Since 1945, German has seemed to be susceptible
to influences from the English language (Carstensen 1965). In contrast, Slovene
is less influenced and exhibits language protectionism on a political level (Vintar
& Hansen-Schirra 2005).

The results discussed here were published in Vintar & Hansen-Schirra (2005),
which includes English-German and English-Slovene translations as well as Ger-
man and Slovene original comparable texts. The authors fully automatically ex-
tracted the cognate pairs from the parallel corpora compiled for the study from
popular scientific texts using an implementation of the Levenshtein’s edit dis-
tance algorithm in the Perl String::Approx module (for details see ibid.). The
original comparable texts were used as a tertium comparationis for the cognate
frequencies.

For the comparison of the cognate frequencies, a parallel English-German and
English-Slovene subcorpus and a comparable German and Slovene subcorpus
were created. These had to be as comparable as possible in terms of corpus size
and register. For this reason, all subcorpora comprised 10,000 tokens of popular
scientific texts. Following Biber (1995), each subcorpus was composed of ten text
samples consisting of roughly 1000 tokens. This guarantees that the sub-corpora
is as well-balanced as possible. The COSMAS corpus was used as a monolingual
reference corpora for German, and the FIDA was used for Slovene (Vintar &
Hansen-Schirra 2005).

The comparison of the cognate frequencies in Slovene and German transla-
tions and Slovene and German originals shows that, in general, German has
more cognates than Slovene, and more specifically German translations exhibit
the highest cognate frequency (see 1; y* = 60.33,df = 1,p > .001).

Table 1: Cognate frequencies normalized to a corpus size of 10,000

words
Slovene German
Original 254 356
Translation 189 652
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These results illustrate that German is more susceptible to cognate use than
Slovene, and this is even more prominent in translations. However, a contrary
tendency can be observed for Slovene translations which have fewer cognates
than Slovene original texts. This might be interpreted as a slight aversion towards
the use of cognates in Slovene translations.

On the one hand, it can be said that the context of a word is very important
for the choice between cognate and native word. For instance, the English word
action was not only translated with its Slovene cognate akcija, but a series of non-
cognate translations (delovanje, tehnika, ukrepanje, aktivnost, izvedba, operacija,
udejstvovanje) could also be found in the corpus depending on the context of
the word. On the other hand, repetitions in translations are avoided by using
the cognate as well as the native words for stylistic purposes (e.g. English vol-
canic activity, German vulkanische Aktivitit, vulkanische Tatigkeit, vulkanische
Ausbriiche, vulkanische Bewegung).

Nevertheless, it seems that German is more receptive to the use of cognates
than Slovene. The preference of cognates in German might be explained by
two different tendencies: first, it might mirror the use of Anglicisms in German,
which in turn reflects the strong influence English nowadays has on the German
language (especially as lingua franca of science, Ammon 2001). On the other
hand, the cognate use might be an indicator of the susceptibility of the German
language towards internationalisms rooted in a common etymological history
(Braun et al. 2003). In contrast, it might be the case that Slovene as a ‘minor
language’ tries to avoid foreign language material by using only native words to
protect itself from language change. The tendency for or against cognates might
therefore be related to the overall language — and translation — policy in the tar-
get society. Thus, avoiding cognates might be a strategy of linguistic purism and
protectionism.

2.1.1 Socio-historical influences

Social-historical factors might influence the use of cognates, as well. In the fol-
lowing, we will compare the development of cognates in different languages over
the course of time with a bottom-up methodology using the Google Books Ngram
Viewer.! This tool shows the frequency of words and phrases used in the selected
book corpora and over the course of the selected years (between 1500 and 2008).

Thttps://books.google.com/ngrams, last accessed 13th August 2016
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to 2008.
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Figure 4: Diachronic development of tariff and its cognate versions in
German, Spanish, Italian, and French from 1900 to 2008.

Figures 1-4 show the diachronic development of four cognate words in five
different languages (English, French, German, Italian, Spanish) from 1900 to 2008
(apart from globalization — Figure 3 — because the word did not occur in the first
half of the 20" century). All figures show similar developments of the presented
words in the different languages over the course of time.

Technology and its multilingual cognate representations (Figure 1) hardly oc-
curred in the corpora before the mid-60s, when the frequency of the words
started to increase rapidly for the next decades. Although the term technology
has existed since 1910 in the English language and originates from the Greek
tekhnologia, the term high technology was coined only in 1964, which might also
characterize the beginning of this linguistic development.?

The use of international and its multilingual cognate representations (Figure 2)
increases steadily, but is not bound to a specific date or event. This indicates that
international relations and economics — well known social developments — have
become more important in our societies in the last century and hence affected
the languages as well. In contrast to technology, international has English roots
and was coined by the English social philosopher and solicitor J. Bentham.®> How-
ever, the components of international (inter* and national®) have Latin roots, a
language that influenced all examined languages. Hence, this might have pro-
moted the inclusion and acceptance of the English word in the other languages.

Zhttp://www.etymonline.com/index.php?allowed_in_frame=0&search=technology, last
accessed 13th August 2016

3http://www.duden.de/rechtschreibung/international and http://www.etymonline.com/index.
php?allowed_in_frame=0&search=international, last accessed 13th August 2016

*http://www.duden.de/rechtschreibung/inter_, last accessed 13th August 2016

Shttp://dwds.de/?view=1&qu=national, last accessed 13th August 2016
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Globalization and its equivalents (Figure 3) show a similar development to tech-
nology, but the increase is more rapid and much later. The word globalization
only emerged in 1961, although the verb globalize was first recorded in 1953, but
not in the sense that refers to global economic systems.® Here, we can observe
an interesting finding since the German and Spanish cognates appeared more
frequently and earlier in time. This development cannot be attributed to the in-
fluence of English as lingua franca but rather to the fact that this internationalism
derived from the Latin word “globus”. This clearly shows that common etymo-
logical roots might trigger cognate usage as well.

In contrast to the other example, the use of tariff and its cognates decreases
in the last decade in all five languages, albeit to different degrees. This might
be caused by a restriction of meaning because the word tariff used to have an
extended meaning, namely “prices” in general, whereas today it is mainly used
within the context of taxes and wages.’

The examples discussed here indicate that the usage of cognates varies accord-
ing to societal and technological development. The word might have popped up
in one language, but due to common language roots it might be more easily ac-
cepted in other languages as well. Furthermore, language change, like extending
or narrowing down the meaning of a word may also have an influence (Koselleck
1979).

3 Linguistic predictors

3.1 Linguistic context

The context, in which the words are embedded, is a very important factor for
translation and translation choices — a phenomenon also known as intra-lingual
communication. A table can, for example, be either furniture or a chart and
the context in which the word is used usually clearly specifies which table is
meant. We hypothesize that cognates are more frequently translated with a cog-
nate when the translators are asked to translate a single word than when the
cognate is integrated in a complete text.

To test this hypothesis, we ran a study with 67 participants, who had to trans-
late single words in a list (with information on the word class) and a complete text

Shttp://www.etymonline.com/index.php?term=globalize&allowed_in_frame=0, last accessed
13th August 2016
"http://dwds.de/?qu=Tarif, last accessed 13th August 2016
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that contained numerous cognates.® Both settings contained the same cognates.
For the study, two political texts were chosen (190 and 186 words, respectively).
A total of 20 cognates were isolated in each text and used to compose the cog-
nate list. The participants were German native speakers who studied English and
translation and were asked to translate one word list and one text. In addition,
we set a time limit of three minutes for the list and 14 minutes for the texts, be-
cause we wanted the participants to first prepare a translation draft to ensure
that they used the words first activated in their mental lexicon. The results are
presented in Table 2.

Table 2: Percentage of translations with cognates, with non-cognates,
or no translation at all depending on an existing context

Cognate non-cognate no translation
without context 57,39 32,24 10,37
with context 37,27 54,91 7,82

While cognates in the list are translated as cognates in over 57% of the cases,
they were only translated with cognates in around 37% when they were presented
in context. The picture is reversed for non-cognates translations (32% without
context, 55% with context). In some instances, the translators were not able to
produce a translation or chose to omit the word in the target text.

If we compare the translations of the same word with and without context,
different patterns can be observed: Some words were translated by most partic-
ipants with a cognate in the list condition, but were translated less often with a
cognate in the text condition. For example, priorities was translated with a cog-
nate in 93.6% of cases when it was only presented as a single word, or it was not
translated at all (no participant translated the word with a non-cognate). In the
text condition, however, priorities was translated as a cognate in only 52.9 % of
cases, and 41.2 % of the participants chose a non-cognate translation. As another
example, shield was mainly translated as a cognate (80.6 %) in the list condition

8The experiments in Section 3.1 and 4.1 were carried out at the FTsk. Translation students par-
ticipated during a lecture in the different experiments. Since the experiments were part of
their course, they did not receive any further credit for participation. The participants were
informed that the results were treated anonymously and that they were only used for scien-
tific purposes. The students were further informed that their participation had no influence on
their grades and that they could withdraw from the experiment at any time.

9Thanks to Jan Skawski and Kai Schuhmacher who conducted the experiment and came up with
first results in the context of a seminar paper.
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Figure 5: Distribution of decline (below zero) and increase (above zero)
of cognate translation with context.

and never as a non-cognate, but it was only translated as a cognate in a quarter
of the cases in the condition with context and as a non-cognate in 60 %. A point
in Figure 5 represents one word of our texts/lists and the ratio of its decrease
or increase (in percent) when translated in context compared to the single word
translation. There were also instances for which it was the other way around
(see Figure 5 and 6). For example, diversity was hardly translated with its cog-
nate in the list task (3.6%), but the frequency increased considerably in the text
task (26.3%). However, this is rather the exception than the rule, as can be seen
in Figure 6, which shows how often the cognate use radically increased (> 10%),
only slightly changed (+10%), or radically decreased (> 10%).

The analysis shows that the use of cognates in translations is dependent on
the context of the translation. In general, the participants chose a cognate less
frequently, when they were translating a whole text than when they only had
to find German equivalents in a word list. This might indicate that the cognate
translation is the “safest” without context, because the cognate is not only similar
in meaning, but also in form. When a cognate is embedded in context, however,
the translators are more secure about which translation choice to select.

12
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Figure 6: Change in translation strategy with context in percentage

3.2 Text type

As shown in the preceding section, context has an influence on cognate use. But
why would e.g. diversity be translated more often as a cognate in a political text
than in a list of single words? We assume that this behavior was triggered by the
text type. Maybe the participants thought that the use of the cognate translation
is more natural in the political context, although they are aware of a non-cognate
alternative. Hence, we hypothesize that text types influence the use of cognates.

In the following, we used the statistics component of the online tool DWDS™
to observe the intralingual influence of different text types on the use of cognates.
We used the following pairs of cognates and non-cognates, and compared them
for two different text types, namely newspapers (NP) vs. academic texts (AT).
We chose the following example because we assumed that they might be used
differently in the two text types. Further, we wanted to cover different word

classes'!:

« komplex (cognate), kompliziert (cognate) vs. schwierig (non-cognate)
« original (cognate) vs. echt (non-cognate)

« publizieren/ Publikation (cognate) vs. verdffentlichen/Veroffentlichung (non-
cognate)

+ Maschine (cognate), Apparat (cognate) vs. Gerdt (non-cognate)

10 Digitales Worterbuch der deutschen Sprache” (Digital Dictionary of the German language),

www.dwds.de
e chose the most frequent non-cognates of the translation test in Section 3.1 to come up with
these pairs. We neglected translations which only occurred once or twice.
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- spezifisch (cognate), charakteristisch (cognate), typisch (cognate) vs. beson-
ders (non-cognate), deutlich (non-cognate)

The results in Figure 7 show that, in general, there is no clear preference for
cognates or non-cognates. However, when comparing different text types, we
can see that cognates are preferred in academic texts compared to newspapers
for the same cognate/non-cognate pair. This holds true for all our examples dis-
played in Figure 7, although the difference for the pair komplex, kompliziert (cog-
nates) vs. schwierig (non-cognate) is only very small.

The interpretation of these results may be twofold:

First, it is possible to assume that German academic writing might be influ-
enced by the lingua franca of science, which is English (Ammon 2001). Language
contact might result in a higher frequency of Anglicisms, internationalisms and
cognates in German academic writing. In addition, academic texts convey a high
frequency of technical terms such as Latinisms, Grecisms and Anglicisms (Braun
et al. 2003). At same time, these are the roots of cognates because they have typ-
ically been introduced into and established in different languages and language
families.

NP: komplex/kompliziert ---------

AT: komplex/kompliziert ---------

. ——————

———

NP: publizieren/Publikation ---------

AT: publizieren/Publikation ---------

NP: Maschine/Apparat ---------

AT: Maschine/Apparat I

I

IR .
‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

|
0 10 20 30 40 50 60 70 80 90 100

NP: spezifisch/charakteristisch/typisch

AT: spezifisch/charakteristisch/typisch

‘ M cognate M non-cognate ‘

Figure 7: Examples for cognates and non-cognates in academic texts
(AT) vs. newspapers (NP)
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Secondly, the preference for non-cognates in newspaper texts might reflect
a protectionary strategy of journalists towards their own language. They try to
avoid cognates, which commonly have their routes in foreign languages, in favor
of German synonyms (Liesem 2014). At the same time, shining-through effects of
English constructions or internationalisms can also be found in popular-scientific
texts translated from English to German (Hansen-Schirra et al. 2012) conveying
a certain degree of technicality, which might be comparable to the academic text
type under investigation.

In summary, typical preferences in terms of cognate usage can be identified
for different text types. Further, we assume that a more in depth study might
complete the picture. It seems, for example, reasonable that legal or technical
texts — or in general very domain-specific texts — contain more cognates than
newspaper texts or other general language texts.

4 Translation-inherent predictors

In the last part of the paper, we investigate characteristics of translators and the
translation environments that might influence cognate use. These predictors can
again be characterized as external.

4.1 Expertise

In the following study, we investigated whether cognate production changes dur-
ing the translators’ training. As Vandepitte et al. (2015) showed with respect
to metonymic language, translation competence influences processing time and
translation strategies. It can therefore be assumed that translation competence
might also have an impact on cognate translation: with increasing translation
experience, cognates might be used more consciously, because the translator is
more aware of the potential meaning. If training and experience influence the
number of cognates in translations, we take the factor experience as a variable
for the processing of cognates in the translator’s mind.

In total, 43 students of the FTsk in Germersheim participated in the experiment.
They were all German native speakers and students of English. The text was
taken from a news platform.!? It dealt with home affairs in the United States'
and was shortened in order to obtain a higher cognate density. The final text was

L2http://www.foxnews.com/, last accessed 13th August 2016
Bhttp://www.foxnews.com/politics/2013/03/03/obama-to-nominate-walmart-sylvia-
matthews-burwell-for-budget-chief.html, last accessed 13th August 2016
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187 words long and contained 49 English-German cognates which were analyzed
in the target texts. The students translated the text in a lecture at the FTsk (see
footnote 8).

We counted the number of cases in which participants decided to translate a
source language cognate with a target language cognate. The number of cognates
in the translations correlated significantly with the number of semesters (see also
Figure 8): r(41) = —0.42,p = 0.005.

o
©

Cognates

2 4 6

Semester

o0 — 00
N
o

Figure 8: Usage of cognate correlates with expertise

These results suggest that a mechanism in the translator’s mind develops dur-
ing the translator training. This could be the mental lexicon, since it was shown
that new words can also be easily learned in adulthood, and connections can be
strengthened or weakened in its network-like structure (Aitchison 2012). But the
reason could also be due to increased monitoring (see Oster 2017 [this volume]
for the impact of monitoring and mental lexicon on the lexis of the target text).
However, several studies concluded that monitoring does not develop anymore
after childhood (Wiersema et al. 2007). It depends, however, on the mental re-
sources available: motivation (Ganushchak & Schiller 2008) and time pressure
(Ganushchak & Schiller 2006).

Our hypothesis is thus that the mental lexicon changes. It is reorganized;
the connections between non-cognates become stronger since cognates are con-
stantly filtered out by the monitoring process. Monitoring itself does not change.
But as the translator needs less mental resources to activate non-cognates (their
threshold is lowered over time), more mental resources are available for monitor-
ing. This means that monitoring becomes stronger in translation tasks but not in
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general settings. We have to keep in mind, however, that the results might not
only be due to the translator training but also to increased expertise in the respec-
tive languages. This expertise goes hand in hand with the expertise in translation.
But it could be worth investigating this factor in future studies.

4.2 Computer-aided translation

In the last decades, translation technologies have become more and more im-
portant as they make translations more consistent and the process more effi-
cient. Translation memory systems and software for terminology management
have been developed and established in most translation environments. A recent
trend is the post-editing of a machine translated source text “by a human trans-
lator according to specific guidelines and quality criteria”. (O’Brien 2011: 197) In
this study, we hypothesize that the processing mode in which the translation is
produced influences cognate use. We therefore compare human translation out-
put and post-edited output. We hypothesize that machine translation generates
more cognate translations and that the translator tends to adhere to the machine
translation.

The experiments are part of the CRITT-TPR database!* that collects translation
process data for different tasks and in different languages. A total of 24 par-
ticipants took part in the study used for this analysis: twelve professional and
twelve semi-professional translators (students of the university with only little
professional work experience). The texts were newspaper articles and sociology-
related texts with different complexity levels. The length of the texts varies be-
tween 100 and 148 words. The participants were asked to translate two texts from
scratch, post-edit two machine translated texts and monolingually edit two ma-
chine translated texts — from English to German respectively. For this study, we
only looked at the post-edited and human translated target texts.

The tasks were conducted in Translog I,"®, a program used for recording mouse
activity, key strokes and gaze data with the help of the Tobii eye-tracker, which
also records the sessions, mouse activity, key-strokes and gaze data in Tobii Stu-
dio. There were no time restrictions and the participants could use the Internet
freely as a research tool.

We determined the cognates from the source texts (58 cognates in all six source
texts — some occurred more than once in one text or in a few texts) and extracted

Uhttps://sites.google.com/site/centretranslationinnovation/tpr-db, last accessed 13th August
2016

Bhttps://sites.google.com/site/centretranslationinnovation/translog-ii last accessed 13th August
2016
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the realizations of these cognates in the MT output and in the target texts (human
translation and post-editing). We differentiated between non-cognate and cog-
nate translations. Further, we analyzed the varieties in the cognate realizations
in the different translation modes.

Table 3 and 4 present the results of the cognate analysis. While Table 3 presents
total numbers (e. g. 321 cognates were realized with a cognate translation in the
translation from scratch mode), Table 4 shows the amount of variation in the
different translations modes, independent of how often they occurred. Let us
specify the counting procedure for Table 4 with some examples:

+ The English cognate motive was realized as Motiv both in the translation
from scratch and in the post-editing tasks. Hence, it was counted as TfS -
Cognate: 1; TfS — Non-Cognate: 0; PE — Cognate: 1; PE — Non-Cognate: 0.

« The cognate minimized was realized as minimieren, reduzieren, gering hal-
ten, and verringern in the translation from scratch tasks and as Minimie-
rung, minimeren, Reduzierung, and Reduktion in the post-editing tasks. It
was counted as TfS — Cognate: 1; TfS — Non-Cognate: 3; PE — Cognate: 2;
PE - Non-Cognate: 2.

« The cognate analysts was realized as Analysten, Analytiker, Analysen, and
Finanzexperten in the translation from scratch tasks and as Analysten and
Experten in the post-editing tasks. It was counted as TfS — Cognate: 3; TfS
- Non-Cognate: 1; PE - Cognate: 1; PE — Non-Cognate: 1.

Table 3: Translation of Cognates in translation from scratch (TfS) and
post-editing (PE) task.

Cognate Non-Cognate

TfS 321 127
PE 325 118

Table 3 shows that the distribution of English cognates realized as the German
cognate-equivalent is quite similar in both translation modes: 71.7% in the trans-
lation from scratch task and 73.4% in the post-editing task. The chi-square test
did not show significant differences between the two translation modes and the
cognate realization: y? = 0.2471,df = 1,p = 0.62.
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Table 4: Variations in translation from scratch (TfS) and post-editing

(PE) task
Cognate Non-Cognate
TfS 59 91
PE 50 49

In the next step, we examined the variety in which the cognates were trans-
lated. While cognate variety is quite similar, the difference is remarkable in
non-cognate variety. For the whole set-up, the chi-square test did not prove
significance between the two translation modes and cognate realization: y* =
2.59,df = 1,p = 0.11. Next, we conducted Wilcoxon rank sum tests (the data
was not distributed normally) for the differences in the variation in the cognate
group and in the non-cognate group. The test did not prove significant for the
cognate group (W = 1883,p = 0.19), but significant for the non-cognate group
(W = 2157.5, p = 0.005).

Translations from scratch and post-edited target texts show a similar cognate
and non-cognate usage, which is not in line with our hypothesis. By implication,
this indicates that post-editing and human translation are very similar in this
aspect. The machine translated cognate was not changed in 88.3% of instances
(391 of 443) in the post-editing task. Interestingly, 67.9% (301 of 443) of the hu-
man translated cognates were congruent with the machine translation output.
Hence, we assume that cognate/non-cognate translations are chosen in statistical
MT system quite similar to human translation. The variety within non-cognate
choices, however, is statistically higher in translations from scratch than in post-
edited texts. When we take a closer look at the data, it turns out that the partici-
pants choose the MT in 87%of cases, and only 11% changed the MT. This explains
why there is much more variety in human translations than in post-editing.

5 Enhancing the monitor model with translation
predictors

The predictors presented in this study are not exclusive. Other translation-inher-
ent constraints that influence the usage of cognates in translation can be skopos,
time constraints, translation mode (Oster 2017; Gieshoff 2017 [this volume]), etc.
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The results suggest that different mechanisms are responsible for the trans-
lation of cognates. When considering, for example, Levelt’s speech production
model (1989) as a basis for the processing of language during translation, the
translation of words in general can be influenced by different steps. During the
conceptualization phase, speakers adapt messages according to cultural and prag-
matic norms. During formulation, the lexical selection in the mental lexicon can
be primed by context and can depend on expertise.

When considering the translation of cognates, we can assume that accord-
ing to the literal translation hypothesis (Halverson 2015), the translator always
chooses the easiest path (the cognate translation). However, when considering
cultural predictors for cognate translation, specific cultural norms are present
at a translator’s conceptual level causing monitoring (Tirkkonen-Condit 2005a).
The same holds true for pragmatics. On a lexical level, the context pre-activates
certain words (cognates or non-cognates). It causes thus less processing effort
for the translator to choose the co-activated words than to look for alternatives.
The mechanisms of controlling lexical choices might change with expertise ac-
cording to Halverson (2015) gravitational pull hypothesis and thus lead to more
pre-activation of non-cognates in experienced translators.

The findings related to the translation of cognates suggest that different prim-
ing roots exist and that the monitor model proposed by Tirkkonen-Condit should
be adapted to these findings. The studies we presented are, however, pilot studies
which were conducted in very natural settings. If we want to further explore the
predictors of translations, we will need to conduct more controlled experiments
in order to isolate different factors. However, the studies we presented in this
paper can provide an overview of the different processes that might be involved.
Future research might also consider other linguistic aspects such as syntax or
pragmatics, and investigate how these features can be influenced by different
conditions. This might help us to predict how a certain translator will translate
a text in a certain situation.

References

Aitchison, Jean. 2012. Words in the mind: An introduction to the mental lexicon.
Oxford: Wiley-Blackwell.

Ammon, Ulrich. 2001. The dominance of english as a language of science: Effects
on other languages and language communities. Berlin: Walter De Gruyter.

20



1 Predicting cognate translation

Baker, Mona. 1996. Corpus-based translation studies: The challenges that lie
ahead. In Harold Somers (ed.), Terminology, LSP and translation: Studies in lan-
guage engineering in honour of Juan C. Sager, 175-186. Amsterdam: Benjamins.

Biber, Douglas. 1995. Dimensions of register variation: A cross-linguistic compari-
son. Cambridge: Cambridge University Press.

Braun, Peter, Burkhard Schaeder & Johannes Volmert. 2003. Internationalismen:
Studien zur interlingualen Lexikologie und Lexikographie, band 2. Tibingen:
Niemeyer.

Carl, Michael & Barbara Dragsted. 2012. Inside the monitor model: Processes of
default and challenged translation production. Translation: Corpora, Computa-
tion, Cognition 2(1). 127-145.

Carstensen, Broder. 1965. Englische Einfliisse auf die deutsche Sprache nach 1945.
Jahrbuch fiir Amerikastudien (Heft 13).

Chesterman, Andrew. 2011. Reflections on the literal translation hypothesis. In
Cecilia Alvstad, Adelina Hild & Elisabet Tiselius (eds.), Methods and strategies
of process research: Integrative approaches in translation studies, 23-35. Amster-
dam: Benjamins.

Ganushchak, Lesya Y. & Niels O. Schiller. 2006. Effects of time pressure on verbal
self-monitoring: An ERP study. Brain Research 1125. 104-115.

Ganushchak, Lesya Y. & Niels O. Schiller. 2008. Motivation and semantic con-
text affect brain error-monitoring activity: An event-related potential study.
Neurolmage 39. 395-405.

Gieshoff, Anne Catherine. 2017. Audiovisual speech decreases the number of
cognate translations in simultaneous interpreting. In Silvia Hansen-Schirra,
Oliver Czulo & Sascha Hofmann (eds.), Empirical modelling of translation and
interpreting (Translation and Multilingual Natural Language Processing 7),
313-330. Berlin: Language Science Press.

Halverson, Sandra L. 2015. Cognitive translation studies and the merging of em-
pirical paradigms: The case of ‘literal translation’. Translation Spaces 4(2). 310-
340.

Hansen-Schirra, Silvia, Stella Neumann & Erich Steiner. 2012. Cross-linguistic cor-
pora for the study of translations: Insights from the language pair english-german.
Berlin, New York: de Gruyter.

Koselleck, Reinhart. 1979. Historische Semantik und Begriffsgeschichte. In
Sprache und Geschichte, vol. 1. Stuttgart: Klett-Cotta.

Levelt, Willem J. M. 1989. Speaking: From intention to articulation. Cambridge:
MIT Press.

21


http://dx.doi.org/10.5281/zenodo.1090978

Silvia Hansen-Schirra, Jean Nitzke & Katharina Oster

Liesem, Kerstin. 2014. Professionelles Schreiben fiir den Journalismus. Wiesbaden:
Springer.

Newmark, Peter. 1988. A textbook of translation. New York: Prentice Hall.

O’Brien, Sharon. 2011. Towards predicting post-editing productivity. Machine
Translation 25(3). 197-215.

Oster, Katharina. 2017. The influence of self-monitoring on the translation of
cognates. In Silvia Hansen-Schirra, Oliver Czulo & Sascha Hofmann (eds.),
Empirical modelling of translation and interpreting (Translation and Multilin-
gual Natural Language Processing 7), 23-39. Berlin: Language Science Press.

Schaeffer, Moritz & Michael Carl. 2014. Measuring the cognitive effort of lit-
eral translation processes. In Ulrich Germann (ed.), Workshop on humans and
computer-assisted translation, 29-37. Association for Computational Linguis-
tics.

Teich, Elke. 2003. Cross-linguistic variation in system and text: A methodology for
the investigation of translations and comparable texts. Berlin: de Gruyter.

Tirkkonen-Condit, Sonja. 2005a. The monitor model revisited: Evidence from pro-
cess research. Translators’ Journal 50(2). 405-414.

Tirkkonen-Condit, Sonja. 2005b. The monitor model revisited: Evidence from
process research. Translators’ Journal 50(2). 405-414.

Toury, Guideon. 1995. Descriptive translation studies and beyond. Amsterdam:
Benjamins.

Vandepitte, Sonia, Robert J. Hartsuiker & Eva Van Assche. 2015. Process and text
studies of a translation problem. In Aline Ferreira & John W. Schwieter (eds.),
Psycholinguistic and cognitive inquiries into translation and interpreting, 127-
144. Amsterdam, Philadelphia: Benjamins.

Vinay, Jean-Paul & Jean Darbelnet. 1995. Comparative stylistics of french and en-
glish: A methodology for translation. Amsterdam, Philadelphia: Benjamins.

Vintar, Spela & Silvia Hansen-Schirra. 2005. Cognates: Free rides, false friends
or stylistic devices? A corpus-based comparative study. In Geoff Barnbrook,
Pernilla Danielsson & Michaela Mahlberg (eds.), Meaningful texts: The extrac-
tion of semantic information from monolingual and multilingual corpora, 208—
221. London/New York: Continuum.

Wiersema, Jan R., Jaap J. van der Meere & Herbert Roeyers. 2007. Developmental
changes in error monitoring: An event-related potential study. Neuropsycholo-
gia 45. 1649-1657.

22


http://dx.doi.org/10.5281/zenodo.1090948

Chapter 2

The influence of self-monitoring on the
translation of cognates

Katharina Oster

In some translations, the source text influences the syntactic structures or the lexis
of the target text (shining-through), while other translations contain fewer traces
of language transfer than original texts in the target language (normalization). On
the lexical level, this can be seen in the number of cognates. There is no definite an-
swer to the question of how these phenomena can be linked to mental processes yet.
However, psycholinguistic literature shows that the shining-through effect can be
explained by the structure of the mental lexicon as well as the mechanisms for ac-
cessing words: the cognate-facilitation-effect. The aim of this study is to provide
an explanation for normalization. The hypothesis was that verbal self-monitoring,
after the first activation of words but before articulation, filters out cognates. For
this purpose, written and oral translations were compared. Written translations,
which are monitored more strongly, contained fewer cognates than oral transla-
tions. Accordingly, the interpretation of this study was that self-monitoring filters
out cognates before the translator starts writing and that it is therefore an impor-
tant factor for normalization.

1 Introduction

Translations differ from original texts. In some translations, the influence of the
source text on syntactic structures or the lexis of the target text is visible (shining
through; Teich 2003) while other translations contain fewer traces of language
transfer than original texts in the target language — the translator seems to ex-
agerate the norms of the target language (normalization; Baker 1996). So far, we
do not know the exact mental causes of these phenomena. This study is therefore
an attempt to find answers to this question.

Katharina Oster. The influence of self-monitoring on the translation of cog-
nates. In Silvia Hansen-Schirra, Oliver Czulo & Sascha Hofmann (eds.), Empirical
I modelling of translation and interpreting, 23-39. Berlin: Language Science Press.
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1.1 Cognates, shining through and normalization

Cognates are words which share both form and meaning in the source and tar-
get languages — e.g. the English word system and the German word System (Sta-
menov et al. 2010). In corpus linguistics, cognates have been used to identify nor-
malization and shining-through on the lexical level: in comparison to the origi-
nals, shining through can be observed in the use of more cognates and normaliza-
tion in the use of fewer cognates — provided that language preserving tendencies
exist in the respective language (e.g. in Slovene - Vintar & Hansen-Schirra 2005).

Several external factors can lead to normalization or shining-through in trans-
lations. These include, for example, the language pair but also the text type: the
language pair English-German, for example, has been shown to be quite prone
to shining-through while the language pair English-Slovene leans towards nor-
malization (Vintar & Hansen-Schirra 2005).

Shining-through and normalization are especially interesting with regard to
the question of how translators deal with language contact and language control
in their mind. These processes might not only be interesting in regard to transla-
tions but also in terms of language change. Although there may be other factors
that influence languages such as German for example Hansen-Schirra (2012), a
study by Becher et al. (2009) suggests that translations have an influence on the
lexical features in the target language. Understanding the mental mechanisms
that result in shining-through and normalization is therefore not only interest-
ing with regard to modeling the translation process but also when it comes to
understanding how the human mind can cause and control language changes.

1.2 The translation process

Different models have been proposed to describe the mental processes during
translation. However, many models in the field of translation studies do not
concentrate on pure language processing but on other factors, such as problem
solving and the integration of different types of information (e.g. Honig 1997,
Kiraly 1995, Krings 1986). Other models are very simple and do not integrate
different language processing steps, such as the processing of words (e.g. Kautz
2000, Steiner 2001). These models can therefore not be used to explain the pro-
cessing of cognates during translation. For the purpose of the present study, I
will thus suggest a model that concentrates on the mental processing of words
during translation.

In the field of psycholinguistics, many researchers have presented speech pro-
cess models that concentrate on the processing of words. Levelt (1989) described
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one of the first complete speech process models which served as a foundation
for further monolingual and bilingual models (de Groot 2011). He distinguishes
between a reception and a production phase. During reception, a person hears
spoken speech or reads a text. During comprehension, he then maps phonolog-
ical and orthographical information to lexical entries and grammatical informa-
tion stored in his long term memory. He finally accesses meaning by linking this
linguistic information to abstract concepts. During production, a speaker first
creates a preverbal message. He chooses, for example, the overall idea, the per-
spective and the language of his message. In Levelt’s model, this step is called
conceptualization. The speaker then accesses lexical entries, morphology and
grammatical structures during the formulation phase in order to give his mes-
sage a verbal structure. The stage during which all linguistic information neces-
sary for producing speech is accessed is called inner speech. The final step is the
physical act of speaking or writing.

Levelt’s model has been modified by many researchers (for reviews see de
Groot 2011; Plieger 2006). Several components have been added in order to make
it suitable for bilinguals and for interaction with other speakers. It has also been
discussed in which order the components are accessed and whether the process
is only top-down, like in Levelt’s model, or whether the different stages might
interact, occur more or less simultaneously and whether the conceptual level
might be influenced by the language chosen for production (Dell & O’Seaghdha
1992). But most complete speech process models contain the five steps listed
above: hearing, comprehension, conceptualization, formulation and speaking (cf.
Plieger 2006).

Levelt’s model could also be a good foundation for a translation process model.
Kautz (2000) and Steiner (2001), for example, also divided their translation pro-
cess models into a reception and a production phase. And even though some
researchers argue that translators do not always access meaning (the conceptual
level, cf. de Groot 2011), but instead sometimes just transcribe messages, some
studies (e.g. Francis & Gallard 2005) have given reason to believe that translators
always pass through the different steps described above and access the concep-
tual level.

For the purpose of this study, I suggest the translation process model in Fig-
ure 1 which is based on Levelt’s model and which assumes that translators al-
ways access meaning. Translators read the text, then link the orthographical
and phonological information to lexical and grammatical information, and ac-
cess meaning. Next, translators might change the message before they choose
lexical and grammatical information in the target language in order to verbalize
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the message. They finally articulate the message or write it down. This model
does not aim to explain all language processing steps during translation or how
the translator deals with information during conceptualization, but rather seeks
to locate the processing of words during translation because this is the step which
could be responsible for shining-through and normalization. In the model pro-
posed in Figure 1, the translator accesses words in the mental lexicon during the
comprehension phase (reception) and during the formulation phase (production)
(see also Levelt 1989). Although, the different steps are clear cut and unidirec-
tional in Figure 1, we must assume that there is interaction between the different
components and that the different processing steps might overlap or take place
simultaneously.

Conceptualization

PN

Comprehension Formulation

Reading Articulation/writing

Figure 1: Basic translation process model

1.3 Lexical access and the mental lexicon

The most important step in speech processing in regard to the question of how
cognates are processed is access to lexical information in the mental lexicon,
which can be located between sensory/physical processing and the conceptual
level (Levelt 1989; see also Figure 1).

Lexical information is stored as two components — word meaning and word
form - in the mental lexicon (Aitchison 2012, De Bot & Schreuder 1993, de Groot
2011). Word meaning and form are closely linked and both categories are orga-
nized in network-like structures which enable easy access. Word meanings are
linked according to semantic fields and word classes, and word forms are orga-
nized according to formal aspects such as orthography and phonology. The more
features they share, the closer they are linked (Aitchison 2012).

When we access lexical information for reception or production, we do not
just activate one entry in the mental lexicon, but activation spreads throughout
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the network. Word meanings and word forms are activated in parallel. The mind
finally controls this activation and narrows down the choice by inhibiting acti-
vated words that do not match the concept to be verbalized or the sounds which
are heard. This model is therefore called interactive activation model (Dell 1986).
Paradis (2004) assumes that words require different amounts of activation in or-
der to be accessed. Every entry has an activation threshold and the more often a
word is used, the lower the threshold is and the easier the word can be accessed.
In addition, words can be more easily accessed during reception and when they
are closely linked to other words in the mental lexicon because they are acti-
vated due to activation spreading from their neighbors, which helps to lower the
activation threshold.

The interactive activation model and the activation threshold hypothesis seem
to be very probable because they can explain many, if not all, lexical errors that
occur during production, such as slips of the tongue or blends: In these cases,
entries next to the target word are also activated. Due to a lower threshold, they
receive more activation and are thus produced instead of the target word (slips
of the tongue) or mixed with the target word (blends, Aitchison 2012).

Regarding the bilingual lexicon, we must assume that there is not a separate
lexicon for each language but that there is only one multilingual lexicon with
closer links within a language than between languages (Paradis 2004). In bilin-
guals, lexical access therefore leads to spreading activation across language bor-
ders. This can cause interferences when a speaker uses L1 but a word in L2 is
activated more strongly than the equivalent in L1 (Plieger 2006).

Although bilinguals activate both languages in parallel when they try to for-
mulate a message (Christoffels et al. 2007), there are relatively few cases of code-
switching and blends across language borders (de Groot 2011). It must therefore
be possible to control the languages. Balanced bilinguals (speaker with a native
like proficiency in both languages) seem to choose one language for production
and to ignore the other language without actively inhibiting it (e.g. Costa & Cara-
mazza 1999; Costa et al. 2005); language learners and unbalanced bilinguals seem
to actively inhibit every language they do not need for production (e.g. Costa et
al. 2005; Paradis 2004).

These mechanisms have been observed in bilinguals; but translators might not
be bilingual in the classical sense. They often acquire their second language af-
ter early childhood. Recent studies show, however, that translators do, in many
ways, behave like balanced bilinguals (e.g. Ibafiez et al. 2010). Ibafiez and col-
leagues therefore assume that language control and lexical access in translators
follow the same mechanisms as those found in bilinguals and not those of lan-
guage learners or unbalanced bilinguals.
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Hence, for the purpose of the present study, I assume that the mechanisms con-
cerning language production, language control and the structure of the mental
lexicon investigated in bilinguals also apply to translators.

1.4 The cognate facilitation effect

Cognates reflect how translators deal with language contact on a lexical level
during translation. Their frequency in translations compared to their frequency
in original texts has been categorized as shining-through and normalization (see
§1.1). But cognates have not only been studied in translation studies. In psycholin-
guistics, the processing of cognates has been investigated because they seem to
differ from other words (non-cognates).

Several studies have shown a faster and more accurate production of cog-
nates compared to non-cognates during picture naming (e.g. Costa et al. 2000).
Bilingual participants named pictures with cognate names faster than pictures
with non-cognate names. Costa and colleagues (2000) call this phenomenon the
cognate-facilitation-effect. They argue that cognates, which share both meaning
and form, are closely linked in the bilingual mental lexicon (see Figure 2). Due to
spreading activation during production, cognates receive activation from each
other; non-cognates receive less activation because they have a less dense neigh-
borhood in the mental lexicon. The authors argue that the more activation a word
receives, the faster and more accurately it can be produced.

This facilitation effect has also been observed during the translation of single
words, so-called word-translation-tests (Christoffels et al. 2006). Cognates were
translated faster than non-cognates by novices as well as by professional trans-
lators. The mechanisms of spreading activation during production within the
bilingual lexicon also apply during this task. But in addition, priming also takes
place during reception. When a cognate is activated during reception, the target
language cognate is also activated due to the close links in the mental lexicon
and the fact that activation is spreading. Its activation threshold is then lowered
and remains that way for some time. During production, cognates are still pre-
activated. They have more available activation and can be more easily produced
than non-cognates (Christoffels et al. 2006, see also de Groot 2011).

The cognate-facilitation-effect and priming might also occur during the trans-
lation of texts. As in picture-naming-tasks and word-translation-tests, cognates
receive more activation in natural translation settings due to their formal similar-
ities and can thus be more easily produced than non-cognate synonyms during
translation. This could explain the higher number of cognates in translations
compared to original texts and could be a reason for shining-through.
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Anlage building

Werkzeug

assembly
@)
l ‘
(Y Apparat
formation
compound
Apparatur - foundation

Vorrichtung

Figure 2: Mental lexicon

1.5 Monitoring

As explained above, the cognate-facilitation-effect may be an explanation for
shining-through. But the source language does not always shine through. De-
pending on text type and language pair, translators sometimes use fewer cog-
nates in their translations than we see in originals (Vintar & Hansen-Schirra
2005) — and even in translations with a tendency for shining-through, not all
source language cognates are translated by target language cognates. Normal-
ization in particular therefore requires a mechanism to control the production
of cognates despite priming and the cognate-facilitation-effect. This mechanism
might be attributed to monitoring of inner speech.

The monitoring mechanism is an important part of executive control (Ganush-
chak & Schiller 2006). It is responsible for controlling movements and speech
production in order to filter out errors and adjust behavior. Monitoring is thus
not a static capacity; it is influenced by, for example, motivation (Ganushchak
& Schiller 2008), age (Wiersema et al. 2007) and time pressure (Ganushchak &
Schiller 2006). There is also empirical evidence that monitoring has an effect on
the number of wrong motor responses a participant exhibits in an experiment
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— the stronger the monitoring response, the fewer mistakes a participant makes
(Hajcak et al. 2003).

In the field of psycholinguistics, several authors assume that the monitoring
mechanism also has an impact on speech output (Aitchison 2012, de Groot 2011,
Levelt 1999). Levelt (1999) assumes for example that speakers make many more
mistakes, especially on a lexical level, if their production is not monitored. Ac-
cording to his theory, monitoring of the production of words takes place after
the first activation of words, during inner speech.

Verbal self-monitoring has also been taken into consideration in the field of
translation studies (e.g. Carl & Dragsted 2012, Tirkkonen-Condit 2005, Toury
1995). According to Tirkkonen-Condit (2005), translators use the easiest elements
available for translation — they transcribe the source text into the target language.
But they constantly monitor their formulation and when they encounter prob-
lems while transcribing, they can, thanks to self-monitoring, go back in order to
find better solutions for their translation.

In contrast to the translation process model proposed for the purpose of this
study (see Figure 1), the model by Tirkkonen-Condit assumes that translators
transcribe whenever possible. But as Francis & Gallard (2005) proved in an em-
pirical study, translators seem to always access the conceptual level. For the
purpose of this study, I will therefore not adapt Tirkkonen-Condit’s model, but
adjust the translation process model presented in Figure 1. A monitoring com-
ponent will be added after formulation in accordance with Levelt (1999) (see Fig-
ure 3). I thus assume that monitoring of the production of words takes place
after the first activation of words in the mental lexicon, but that it already has
an impact on the production before the first articulation occurs.

Conceptualization

N

Comprehension |- -- Priming - -»| Formulation
Monitoring
Reading Articulation/writing

Figure 3: Translation process with monitoring
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There has not yet been any evidence that self-monitoring has an influence on
the production of cognates, which are not necessarily real mistakes. A study by
KuBmaul (1989), however, can provide a first hint that the number of cognates is
indeed reduced by the monitoring mechanism. Kufimaul discovered that trans-
lation students often use cognates in their translations first, but then decide to
replace them with non-cognates. He calls this phenomenon Interferenzphobie
(fear of interferences). KuSmaul focused on the best way to verbalize a concept
and not on quantitative characteristics of a text, which is what I investigated in
the present study. However, KuBmaul’s study provides us with sufficient rea-
sons to take self-monitoring into consideration when investigating mechanisms
leading to normalization.

How can self-monitoring be investigated during translation of whole texts?
It is widely accepted that the oral and the written production mode mainly dif-
fer in the degree of monitoring — the capacity to monitor is stronger in written
production than in oral production (Treiman et al. 2003). This could be due to
the time available for production. As Ganushchak & Schiller (2006) showed, the
more time participants have to answer, the stronger their monitoring is. And
more time is usually available for writing than for speaking tasks. In this study, I
applied this mechanism and compared oral and written translations in regard to
the translation of cognates. The hypothesis I tested is that self-monitoring has an
influence on the number of cognates in translations and that written translations
therefore contain fewer cognates than oral translations.

2 Method

The only difference between oral and written production regarding the different
steps of the language processing model and the processing of words is the degree
of monitoring. It is lower for the oral than for the written production mode
(Treiman et al. 2003). In order to investigate the influence of self-monitoring on
the number of cognates in translations, I compared written and oral translations.

2.1 Experiment 1

In a first experiment, translation students translated a written text with a high
cognate-density from English into German. Although this language pair shows
a tendency towards shining-through (Vintar & Hansen-Schirra 2005), not all
source language cognates are translated by using target language cognates. The
control mechanism must therefore also be present when working with these two
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languages. The translations from this experiment were later compared to oral
translations.

The source text was taken from the American news platform foxnews.com. The
text on foreign affairs was presented in American English; the topic was also be-
ing discussed in the German media at the time of the experiment. The text was
slightly modified in order to fit the requirements of the study: the participants
had to translate the text without any translation aids and in a reasonable time-
frame. Terms that were deemed too difficult for this purpose were replaced by
easier expressions (e.g. threatened to retaliate by threatened revenge). The text was
also shortened to enable a reduced translation time and to increase the cognate
density. For this purpose, direct citations of an interview conducted for the arti-
cle were removed. These citations were also discussed again in the text and were
therefore not essential in order to understand the text. The final version of the
source text was 190 words long and contained 21 English-German cognates. The
cognates were defined as words which shared form and approximate meaning
in English and German. Words, which were not found in the German dictionary
Duden, were defined as borrowings and thus not analyzed for the purpose of this
study. I did not distinguish between true cognates and false friends (Stamenov
et al. 2010), since this study concentrated on form and not on meaning.

A group of 39 participants performed a written translation at the Faculty of
Translation Studies, Linguistics and Cultural Studies in Germersheim. The partic-
ipants were translation students who already had some experience in translating;
they were in their 2°¢ year or higher. English was their first or second foreign
language. They were all German native speakers. The experiment was carried
out in the course of a lecture the participants attended, but they participated
voluntarily and could withdraw from the experiment at any time. They were in-
formed that their translations would be treated anonymously and would not be
evaluated except for the purpose of the present study.

The participants were instructed to translate the text without making any
changes once it was written down. They were not allowed to use any translation
aids such as dictionaries or online resources. They were told that the translation
should not take more than 30 minutes, but no definite limits were communicated
and every participant was able to finish the translation when he or she wanted.

2.2 Experiment 2

In a second experiment, a group of 18 participants completed an oral translation.
These texts were then compared to the written translations in experiment 1.
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The participants were chosen under the same conditions as in experiment 1.
They read the written source text of experiment 1 and spoke the translation. The
experiment was performed in private. The participants used their own computers
and audio registration software to record their voice: Whyatt (2010) argues that
self-recording causes fewer interferences and leads to a more natural setting,
which was also the case in experiment 1. The participants were asked to verbalize
every word that crossed their minds, in order to reveal further monitoring steps
before the final version was chosen. As in experiment 1, the participants were
asked not to use any translation aids.

3 Results

The written and oral translations were analyzed with a focus on the translation of
the previously defined cognates and on a qualitative and a quantitative level. For
the quantitative analysis, the number of source text cognates translated into tar-
get language cognates was counted in both the oral and written translations. For
the qualitative analysis, I investigated how the translators dealt with cognates
during the oral translation in experiment 2.

3.1 Quantitative results

Since not all of the participants verbalized all source text cognates and sometimes
left out phrases, sentences or whole paragraphs, I computed the percentage of
cognates translated with cognates compared to all cognates translated. Thereby,
the non-verbalized cognates were not taken into consideration and incomplete
translations could be considered for the analysis as well. Cognate production was
analyzed in three different phases and modes (see Figure 4): the written produc-
tion of experiment 1, the first production of experiment 2 (oral production) and
the final production of experiment 2. The number of cognates was lower in the
final oral production (60.56 %) compared to the first oral production (65.53 %) and
the lowest number of cognates was found in the written translations (56.56 %).

For the statistical analysis, a Wilcoxon Signed-Rank Test was performed on the
results of the two dependent samples of the oral production phases. The number
of cognates was significantly lower in the final oral production phase (M = 60.56,
SD = 7.41) compared to the first oral production phase (M = 65.53, SD = 9.19);
V =90.5, p = .009.

A Wilcoxon-Mann-Whitney test was performed on the independent samples
of the final version of experiment 2 and the written production. The number of
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cognates was significantly lower in the written production (M = 56.56, SD = 9.19)
compared to the final oral production (M = 60.56, SD = 7.41); W= 479, p=.014.

60
50
40
30
20
10

0

First oral Final oral Written production
production production

Figure 4: The number of cognates in different translation modes and
phases!

3.2 Qualitative results

In addition to the quantitative analysis, a qualitative analysis was performed
on the translations in experiment 2. I investigated how the participants dealt
with the cognates during verbalization of their translation; whether they directly
chose one word as an adequate translation or whether they first chose one ex-
pression which was then replaced by another word they thought was better.

Twelve of the 18 participants chose a target language cognate at least once
first in order to verbalize the meaning of a cognate in the source text (ST) before
replacing it with a non-cognate in the target text (TT). This replacement was
performed in 26 cases in total.

Examples 1 to 3 show how these cognate-non-cognate replacements were per-
formed during the verbalization process. In Example 1, the participant initially
decided to translate the English word meeting with the German cognate Meeting,
but then chose to replace it with Versammlung and finally chose Konferenz as the
best translation. This replacement of a cognate by a non-cognate can also be seen
in Example 2. The participant first translated the English word guarantees with
the German cognate Garantien, but then decided to replace it with Zusicherungen.
Example 3 shows how the participant gradually moved away from the cognate.
He first translated undermine with unterminieren, then changed it to unterwan-
dern which still shares some formal aspects, the prefix, with the English word
undermine. The participant finally used a word that does not share any formal
aspects with the cognate, by using the German word einzuschrdanken.

ISee §4 for discussion.
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(1) ST: Medvedev told in a meeting [...]

TT: Medwedew sagte in einem Meeting ...sagte in einer Versammlung
...In einer Konferenz [...]

(2) ST:[...] Medvedev has sought guarantees from the US. [...]

TT: [...] wollte Medwedew Garantien ...Zusicherungen ...eine
Zusicherung von der US-amerikanischen Regierung haben [...]

(3) ST:[...] powerful enough to undermine Russia’s Power.

TT: [...] méchtig genug sein wird, um Russlands Macht zu unterminieren
...zu unterwandern ...um Russlands eigene Macht einzuschréanken.

Changes after the first verbalization were not always cognate-non-cognate re-
placements. In one instance, three participants first chose a non-cognate and
then replaced it with a cognate. One of these non-cognate-cognate replacements
can be seen in Example 4

(4) ST: Without a NATO-Russia cooperation deal [...]

TT: Ohne eine Absprache ...einen Deal zwischen der NATO und Russland
[...]

Although some participants replaced non-cognates with cognates, the cognate-
non-cognate replacements outweigh reverse changes. The qualitative analysis
thus supports the quantitative results. Cognates are often the words initially cho-
sen for translation. But when translators have more time available, they replace
some cognates with non-cognates.

4 Discussion

The quantitative analysis of experiments 1 and 2 showed that the number of cog-
nates decreased with the time available for production. During the first produc-
tion during oral translation, participants used more cognates than during the
final production phase which still contained more cognates than the written pro-
duction. Since the difference in production time (Ganushchak & Schiller 2006),
as well as the different production modes (Treiman et al. 2003) can be linked
to stronger monitoring, the decreased number of cognates can be explained by
stronger self-monitoring during production.
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This interpretation is supported by the qualitative analysis of experiment 2. In
most cases, changes that were made to the translation of cognates were cognate-
non-cognate replacements. Although non-cognates were replaced by cognates
in some cases, the number of cognate-non-cognate replacements outweighs the
number of non-cognate-cognate replacements: difficulties in verbalizing every
word and thought that comes to mind could have caused the few non-cognate-
cognate replacements. The cognate-non-cognate replacements thus suggest that
it might be easier for the translator to translate source text cognates with tar-
get language cognates. This can be explained by the cognate-facilitation-effect
and priming. The translator then tries to control production by filtering out the
cognates. These results thus support the hypothesis that cognates are indeed
activated first and then filtered out with the help of self-monitoring.

The aim of this study was to investigate the mechanisms which lead to shining-
through and normalization. Psycholinguistic literature shows that the structure
and functions of the mental lexicon can explain facilitated access to cognates
compared to non-cognates. The cognate-facilitation-effect and priming can there-
fore explain the shining-through effect. The hypothesis tested in the present
study was therefore that shining-through occurs naturally but that cognates are
filtered out by self-monitoring. This was investigated by comparing written and
oral translations of a written English text into German by translation students
due to the differences in magnitude in terms of the monitoring mechanism. The
results support the hypothesis that self-monitoring after the first activation of
words has an impact on the number of cognates in translations and enables trans-
lators to control their production despite the cognate-facilitation-effect.

I may thus conclude that verbal self-monitoring not only has an effect on the
number of real mistakes as Levelt (1999) suggested but also on minor tendencies
in the text such as the number of cognates. Verbal self-monitoring might there-
fore be an important factor regarding normalization and play an important part
in the translation process. The results of the present study support recent trans-
lation process models (e.g. Tirkkonen-Condit 2005) and could lead to the con-
clusion that verbal self-monitoring after the first activation of words, but before
articulation and writing, should be taken into consideration when investigating
and modeling the translation process.
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This paper describes a pilot study undertaken to propose a model for the analysis
of the respective impact of translation memory (TM) use and full post-editing (PE)
of raw machine translation (MT) output on the level of difficulty perceived and on
the time needed by trainee translators. Six Italian MA-level translation students
were asked to produce high-quality target texts when translating semi-specialised
material from English into their native Italian. For this experiment, we proposed a
model of data triangulation in which we measured the time taken to complete the
tasks and we collected data on their translation with TM software and PE processes
by means of think-aloud protocols (TAPs) and retrospective interviews.

We studied the extent to which the number of translation solutions regarded as
correct influenced, on the one hand, the perception of difficulty associated with
the translation strategies employed and, on the other, the duration of the transla-
tion and PE tasks. Using a TM led to a reduction of the difficulty perceived and
of the time employed by the participants as a result of the increased correct trans-
lation solutions provided. In contrast, a reduction was not observed when partic-
ipants post-edited raw MT output. Further factors were assumed to influence the
translation and PE processes of the students, especially their attitudes towards the
translation technologies being used.
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1 Motivations and objectives of the study

This paper presents a pilot study whose aim is to propose a model for the in-
vestigation of the respective impact of translation memory (TM) use and full
post-editing (PE) of raw machine translation (MT) output on trainee translators’
time effectiveness and perceptions of the difficulty of the translation strategies
adopted. More precisely, the proposed model aims to determine the extent to
which these two dependent variables are influenced by the number of correct
translation solutions provided by the TM software and the raw MT output re-
spectively. In order to achieve this goal, we employed data triangulation of think-
aloud protocols (TAPs), retrospective interviews and time measurement. TAPs
were used to gather evidence on the number of translation problems and cor-
responding correct translation solutions provided by the TM and the raw MT
output. They were also used to identify the translation strategies adopted by
the participants. Retrospective interviews were conducted with the aim of col-
lecting data on the participants’ perceptions of the difficulty of the translation
strategies employed during the translation and the PE processes. Finally, time
measurement allowed the comparison of the duration of the translation and the
PE tasks. In this way, we could investigate whether variations in the number of
correct solutions within the two working scenarios influenced the perceived dif-
ficulty and the duration of the translation and PE tasks. MT is increasingly used
for dissemination purposes, and PE is becoming a much sought-after skill in pro-
fessional translation (O’Brien & Moorkens 2014). Therefore, both TM use and PE
of raw output might in principle represent viable options to obtain high-quality,
publishable texts. However, either choice intuitively entails specific effects in
terms of perceived difficulty and time required.

The small number of participants involved in our experiment (§3.1) and the
brevity of the texts provided (§3.2) resulted in a small-scale pilot project. Nonethe-
less, we feel that the data triangulation model presented here has potential for
larger experiments investigating the relationship between the duration and per-
ceived difficulty of translation and PE processes. In addition, the model may
also have important pedagogical implications when it comes to identifying ef-
fective methods of instruction in the use of translation tools, e.g. in academic
programmes devoted to the training of technical and specialised translators. In a
broader sense, it may find further applications in less formal training settings, e.g.
for the continuing professional development of practising in-house and freelance
translators, localisation professionals and translation project managers, who are
always keen to optimise their workflows. Finally, insights into the decision-
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making processes of (student) translators using TM or post-editing MT output
collected with a composite data gathering model can also be relevant to transla-
tion theory, especially in terms of modelling micro- and macro-level translation
strategies and phenomena.

2 Related work

Over the last thirty years, research focusing on translation and PE processes has
constantly evolved, both in terms of the methodologies adopted and the objects of
study. With regard to the former, TAPs, namely the verbalisations of mental pro-
cesses while performing a task, were used as the primary research method in or-
der to shed light on the translator’s and post-editor’s “black box” (Lérscher 1991).
However, the shortcomings of this technique - e.g. its slow-down effect, as ob-
served in Jakobsen (2003) — have led researchers to employ other methods, often
in combination with each other and/or with TAPs (Angelone 2010). These further
methods include retrospective interviews, collaborative protocols, keystroke log-
ging, screen recording and eye-tracking. To give just a few examples, Translog
(Jakobsen 1999; Carl 2012), a computer program which records the keyboard and
mouse activity involved in producing a target text as well as eye movements,
has been used to gather data on translation and PE processes. O’Brien (2007)
demonstrated that eye-tracking is an effective methodology for the investiga-
tion of translators’ interactions with translation technology, and also underlined
the usefulness of retrospective interviews. Carl & Jakobsen (2009) presented a
method for the gathering and analysis of User Activity Data (UAD) from trans-
lators: they focused on keystrokes, eye movements and the alignment units be-
tween source and target texts.

As far as the specific objects of study in translation process research are con-
cerned, a variety of aspects have been considered, such as decision criteria (Tirk-
konen-Condit 1989), subject profiling (Mufiéz Martin 2010), effort in translation
(Alves et al. 2012), translation strategies (Gerloff 1986; Krings 1986) and interac-
tion with translation technologies (O’Brien et al. 2010), especially TM and MT
systems. Seewald-Heeg (2005) provided an overview of the design and function-
alities of TM systems and described their impact on the translation profession.
Alves & Liparini Campos (2009) analysed the impact of both TM use and time
pressure on the types of support employed by professional translators. O’Brien
et al. (2010) investigated specifically the usefulness of the Concordance feature
within a TM interface and reported that, according to translators’ opinions, this
facility was useful for checking terminology and context. Reinke (2013) discussed,
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among other things, the relation between TM and MT, with a special focus on
the level and type of intervention that is required of translators.

As for the PE process, its most extensive analysis dates back to Krings (2001),
who identified three levels of PE effort, i.e. temporal, technical and cognitive
effort. Temporal effort refers to the time required to post-edit a given output;
technical effort consists of the keystrokes and cut-and-paste operations needed
to produce a post-edited version; and, finally, cognitive effort refers to the mental
processes aimed at identifying and correcting the errors found in the raw output.
Much of the subsequent work dealing with the PE process has adopted this classi-
fication of PE effort proposed by Krings (2001). It should also be noted that there
can be different levels of PE. Within the outbound approach, Allen (2003) made a
distinction between minimal PE — which is obtained by making the least amount
of revisions possible for producing an understandable working document — and
full PE, which aims at obtaining high-quality texts.

Tatsumi & Roturier (2010) focused on the relation between source text charac-
teristics and temporal and technical PE effort, while O’Brien (2011) investigated
correlations between two automatic metrics for MT quality evaluation — general
text matcher and translation edit rate — and PE productivity — measured via pro-
cessing speed and cognitive effort. Her results showed that processing speed,
average fixation time and fixation count per word correlated well with these au-
tomatic metrics; therefore, these could be employed to indicate PE productivity.
Specia (2011) used three different annotation types - i.e. PE time, PE distance
and PE effort scores — in order to experiment with confidence estimation mod-
els, used to filter low-quality segments which would require more effort on the
part of the post-editors than translating from scratch. Koponen et al. (2012) sug-
gested that PE time might be used to assess the cognitive effort involved in PE,
while Popovi¢ et al. (2014) investigated five types of PE operations — i.e. cor-
recting word form, correcting word order, adding omission, deleting addition,
correcting lexical choice — and their relation with both cognitive PE effort and
PE time. Carl et al. (2014) described the dataset CFT13, which was added to the
CRITT database: it contains product and process UAD collected during a series
of PE tasks using the second prototype of the CasMaCat workbench.

Finally, it is worth noting that there is a growing body of research comparing
translation and PE processes. Culo et al. (2014), in particular, described a pilot
study designed to determine whether the very nature of the PE process interferes
with the strategies translators usually apply. They involved both professional
translators and translation students and compared their post-edited and human-
translated texts. Their results indicated various points at which PE interfered
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with the habitual use of translation strategies. Carl et al. (2015) used keylogging,
eye-tracking and retrospective interviews to observe the (un)conscious cognitive
problems characterising the three tasks of translation from scratch, PE with the
source text and PE without the source text. They found that the overall rating
of the MT output provided negative feedback as the participants agreed on the
necessity to change the majority of it, despite the fact that PE took less time than
translation from scratch and that it was more efficient in terms of the processing
of the source text.

To the best of our knowledge, for the language combination English—Italian,
there are no previous studies which triangulate data gathered using TAPs, retro-
spective interviews and time measurements to analyse the impact of the trans-
lation solutions provided by TMs and MT output on trainee translators’ time
effectiveness and difficulty perceptions. The main aim of this pilot study, then,
is to fill this gap by proposing a model for the investigation of these aspects.

3 Experimental set-up and methodology

3.1 Participants

The pilot study on which this paper is based was conducted with six Italian
trainee translators while they were enrolled in their final year of the two-year MA
Programme in Specialised Translation at the University of Bologna at Forli, Italy.
These participants were chosen for three main reasons. First of all, in addition
to being all native speakers of Italian, the students who accepted to participate
in the study had very similar translation and language skills in English since, in
order to be admitted to the programme, they had passed an entrance test. In ad-
dition, over the previous 18 months, they had been attending the same lessons
on translation technologies, thus becoming similarly familiar with both the use
of CAT tools - in particular SDL Trados Studio 2011 — and MT PE.

In contrast, had the participants been professional translators, it would have
been more problematic to match them by translation and language skills, since it
would have been necessary to control a number of interrelated variables, such as
their training, qualifications, years and areas of work experience, specialisations,
etc. (Jadskeldinen 2000). Secondly, it might have been more difficult for profes-
sionals to verbalise their thoughts during the performance of the tasks assigned,
as they might have internalised some standard routines and procedures. It has
been noted that subjects stop verbalising when they have little thinking to do,
especially when they have automatised problem-solving strategies (Ericsson &
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Simon 1993). Finally, it would have been more difficult to recruit professional
translators.

3.2 Materials

The texts used were three very similar extracts, of approximately 100 words each,
taken from English press releases and their corresponding Italian raw MT output
generated using the freely available MT service Google Translate! — an exam-
ple and its MT output are available in Appendices A-B. These semi-specialised
texts, which contained data on the quarterly economic performance of a well-
established package delivery company, were selected because they represented
realistic assignments for trainee translators and were potential candidates for
translation with either TM software or MT post-editing, without necessarily re-
quiring in-depth domain expertise.? The decision to use brief passages was made
to prevent the drop in motivation and commitment that would be caused by a
long task. Nonetheless, in order to provide the subjects with realistic source
texts, the chunks selected from each press release were the first two or three
paragraphs, kept in the original sequence.

Each of the three passages selected referred to a different quarter: the choice
of three different texts was intended to broaden the set of possible translation
problems and the range of translation strategies that could be observed. However,
in spite of slight inevitable differences, the passages were very similar in terms
of terminology, syntactic structures, stylistic features and rhetorical structure.
For example, with regard to terminology, all three texts contained terms such
as “dividend”, “Class A and Class B shares”, and “shareholders of record”. As for
syntactic structures, compare the following three sentences, each belonging to
a different text: “The NAME (NYSE: NAME) Board of Directors today increased
the regular quarterly dividend by 9.6 percent to $0.57 per share from $0.52 on all
outstanding Class A and Class B shares”, “The NAME (NYSE: NAME) Board of
Directors today declared a regular quarterly dividend of $0.52 per share on all
outstanding Class A and Class B shares” and “The NAME (NYSE: NAME) Board
of Directors today increased the regular quarterly dividend by 11% to $0.52 per
share from $0.47 on all outstanding Class A and Class B shares”.

'This online MT system is available at: https://translate.google.com/ [last accessed on 21
March 2016].

2 Although the students were given the full unedited source texts, including the actual names
of the company and its managers, the excerpts given in the paper have been anonymised,
removing both the name of the company and those of its senior executives.
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As far as stylistic features and rhetorical structure are concerned, all three texts
use a formal style at the beginning, when presenting economic data. Nonetheless,
they are all characterised by plainer language in the final sentences. Compare
the following three sentences, each belonging to a different text and correspond-
ing to the final part: “NAME turned in a great performance in 2011 despite a
volatile global operating environment, said NAME Chairman and CEO NAME
SURNAME”, “The company has either increased or maintained its dividend every
year for more than four decades” and “”“We believe that 2011 is going to be a great
year for NAME and we’re committed to significantly increasing distributions to
shareowners,” said NAME Chairman and CEO NAME SURNAME”. These com-
mon features were fundamental in retaining the same overall level of difficulty,
thus controlling this crucial variable.

3.3 Experimental protocol

At the beginning of each experimental session, the participants were given writ-
ten instructions on the task. In particular, they were told that no time limit had
been set and that their final texts would not be evaluated to prevent any poten-
tial assessment-related anxiety. As far as the translation task was concerned, the
participants had to work within SDL Trados Studio 2011, by employing a TM
which had been previously populated with matches from similar press releases
and their corresponding human translations. The fuzzy match threshold was set
at 75% in order to increase the usefulness of the matches which were automati-
cally inserted in the target text. If 100% or context matches were found in the TM
database and the subjects accepted them without making any change, they were
told that there was no need to verbalise any thought, although they were not
prevented from doing so. In cases in which the TM did not provide any match
or provided a fuzzy match which had to be checked, the subjects were expected
to search for possible translations by firstly using the Concordance Search, after
verbalising the portion of text for which they were performing searches. If the
Concordance Search facility proved to be useless, they were then allowed to con-
sult any website of their choice; in this case, they were asked to verbalise some
specific types of information, such as the words for which they were searching
and their opinions on the translation in the TM - when present, e.g. in the case
of a fuzzy match to be checked - the websites which they were consulting, the
potential translation solutions and equivalents contained in the webpages, their
considerations on the quality of such solutions, etc. Furthermore, the partici-
pants using the TM database were instructed to update it as they translated.
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As far as the full MT PE was concerned, the subjects were asked to activate
Word’s Track Changes function before starting the PE task on the raw output
generated using Google Translate. If the subjects considered the raw output to
be correct, they were not required to verbalise any thoughts, although they were
not prevented from doing so. Instead, if they had any doubts about a translation
or regarded it as incorrect, they were asked to verbalise their thoughts on the
correspondent portion of text and check the source text, which was provided in
a table column beside the raw output. If, after this check, they did not regard
the solution in the raw output as correct or were unsure about it, they could
consult any website; in this case, they were expected to verbalise some specific
types of information, such as the words for which they were searching and their
opinions on the translation available in the raw output, the websites which they
were consulting, the potential translation solutions and equivalents contained in
the webpages, their opinions on the quality of such solutions, etc.

Both sets of instructions also explained that the participants had to deliver final
high-quality, publishable texts. While this was perhaps obvious for the partici-
pants who were using TM software, this specific instruction stipulated the need
for full PE for the students who were improving the raw output: during their
training in MT, they had been exposed to different levels and types of PE, from
minimal to full/complete. Finally, since all the participants knew each other and
were in regular contact at university, they were asked not to discuss any aspect
of the experiment with their colleagues.

3.4 Experimental sessions

Before running the main experiments, it would have been advisable to conduct
a warm-up session with the students in order to help them familiarise them-
selves with the TAP technique (O’Brien 2010). Although this was not possible
due to the time constraints under which this research was conducted, it should
be noted that the participants were not asked to verbalise every thought occur-
ring to them, but rather focus on some specific actions and considerations — as
explained in §3.3 — and this was assumed not to require prior training. The six
students were divided into three pairs; then, within each pair, one participant
was provided with the English source text to translate into Italian using the TM
software, while the other was also given the corresponding Italian raw MT out-
put to post-edit — two examples are available in Appendices A-B. Therefore, the
members of each pair worked on the very same extract, but under different ex-
perimental conditions. The decision to assign only one task, on one text, to each
student was taken to prevent any learning effect.
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In order to adhere to good practice in experimental protocols and comply with
ethical requirements, the participants signed an informed consent form and were
made aware up-front that their verbalisations would be recorded (O’Brien 2010);
the voice recorder used was also made visible to participants during the experi-
mental sessions. The transcriptions and analyses of the verbalisations were per-
formed at a later stage. With the exception of time tracking, no objective data
gathering method - such as eye-tracking or keystroke logging — was used. This
decision was taken for two main reasons. First of all, we wanted to create a
(near-)natural situation (Li 2004): participants had been trained to use SDL Tra-
dos Studio’s work pane when translating and Microsoft Word when post-editing.
The use of a keystroke logging programme would have compelled them to work
in an unfamiliar environment. Secondly, by resorting to TAPs, the participants
retained control over the amount and type of information being recorded. The
use of eye tracking or keylogging programmes, on the contrary, might have led
the subjects to alter their normal behaviour, as a result of their awareness of
being constantly observed (Hansen 2008). Each of the subjects could work at
his/her normal pace and performed the assigned task within their routine work-
ing environment. The interaction between the researcher and the subjects was
reduced to a minimum: it consisted solely of prompts to resume verbalisation
when the subjects kept silent for more than one minute.

4 First set of results: Correct translation solutions

TAPs allowed the identification of the translation problems encountered by the
participants: as stated in §3.3, participants were asked to indicate the portions
of text for which they were performing searches with the Concordance Search -
in the case of the TM - or checking the raw output — in the case of the PE pro-
cess. These portions of text were treated as translation problems. Once transla-
tion problems had been identified, the recorded verbalisations of the participants
were also used to determine whether the TM database — via the Concordance
Search — and the raw MT output provided solutions which were deemed to be
correct. It is important to underline that the translation problems identified and
verbalised by the participants were quite different: single words, collocations,
symbols, and so forth. Tables 1 and 2 contain lists of the translation problems
verbalised by the participants in both working scenarios.

As a result of the ongoing updates, the number of translation solutions pro-
vided by the TM database and regarded as correct by the subjects steadily in-
creased during the course of the experimental sessions. In the data analysis we
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Table 1: Translation problems identified by the participants working
within the TM scenario

Translation problems in the TM scenario

1st participant 2nd participant 3rd participant
Boosts Declares Board
Board Board of Directors Boosts
Earnings Outlook Regular quarterly dividend Per share
Strong Cash flow Payable Directors
NYSE Shareholders of record Earnings Outlook
Board of Directors Boosted We believe
Regular Distributions
$ Chairman
Outstanding
Class A
Class B
Payable
Of record

Operating environment

present the contrastive results for all participants, and it should be noted that
the number of translation problems identified and of correct translation solu-
tions varies from participant to participant, as it depends on the verbalisations
of each individual.

The number of correct translation solutions was only two out of fourteen trans-
lation problems — approximately 14% — for the participant using the TM in the
first TAP session. It should be noted that this participant did not find any con-
text, 100% or fuzzy matches. On the contrary, in the subsequent sessions, and
as a result of the updates, the participants could take advantage of an increasing
number of TM matches. Four translation solutions out of six translation prob-
lems — approximately 66% — were regarded as correct by the participant using
the TM in the second TAP session; finally, eight out of eight — 100% - translation
solutions contained in the TM were regarded as correct by the participant in the
third TAP session.

With regard to the PE task, it was observed that, in the first TAP session, ten
solutions out of seventeen translation problems - approximately 58% - were
deemed to be correct; in the second TAP session, this occurred in five out of
six cases — approximately 83%; finally, in the third TAP session, two solutions
out of four translation problems — namely 50% — were deemed to be correct.
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Table 2: Translation problems identified by the participants working
within the PE scenario

Translation problems in the PE scenario

1st participant 2nd participant 3rd participant
NAME Boosts Dividend Board Earnings Outlook
Board Declares Quarterly
Cites Regular quarterly dividend Outstanding shares
Earnings Outlook Outstanding Class A
Strong Cash Flow Dividend is payable
(NYSE: NAME) Shareholders of record

Board of Directors
Regular quarterly dividend
Outstanding
Class A shares
Dividend is payable
Shareholders of record
Turned in a great performance
Global operating environment
Volatile
NAME Chairman and CEO
That projection

Figure 1 summarises the data on the percentage of correct translation solu-
tions respectively provided to members of the same pair working in a different
scenario, thus allowing a direct comparison of the percentages of translation so-
lutions regarded as correct by the two participants within each pair.

Looking at these data, we can observe that, although the number of correct
translation solutions provided by the TM database steadily increased as a result
of the updates, in two out of three cases the percentage of correct solutions con-
tained in the TM database was lower than the corresponding percentage con-
tained in the raw MT output: in two out of three cases — i.e. for the first and
second pair — post-editing raw MT output represented the most effective option
in terms of the incidence of correct translation solutions. Nonetheless, it should
be noted that a larger number of correct translation solutions does not neces-
sarily imply a lower level of perceived difficulty, nor a shorter amount of time
spent on the task. Therefore, our proposed model investigates these two further
aspects in §5 and §6, respectively.
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Figure 1: Percentage of correct translation solutions provided by the
TM and the raw MT output

5 Second set of results: Perceptions of difficulty

This section deals with the level of difficulty that the participants perceived when
working within the two scenarios considered; more precisely, with the perceived
difficulty associated with the translation strategies — or Internet searches — that
they had to adopt. The data on the type and frequency of translation strategies
were collected by means of TAPs, while evidence on perceptions of difficulty was
gathered by means of retrospective interviews.

Lorscher (1991: 76) points out that “a translation strategy is a potentially con-
scious procedure for the solution of a problem which an individual is faced with
when translating a text segment from one language into another”. Accordingly,
in order to identify the translation strategies employed by the subjects, our analy-
sis started from the translation problems which they verbalised and for which ei-
ther the TM database or the raw MT output contained translations which needed
checking by means of Internet searches. Each Internet search was assigned to a
translation strategy on the basis of its purpose.

The classification scheme used to this end was adapted from the categorisa-
tions proposed by Krings (1986) and Gerloff (1986); these were partly modified
on the basis of the specific phenomena which were observed during the TAP ex-
periments conducted during this work. More precisely, the translation strategies
identified were:
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« Equivalent retrieval - i.e. search for a translation

+ Equivalent monitoring - i.e. check on a potential translation
« Comprehension of the source-language term

« Comprehension of the target-language term

« Contextualisation - i.e. reproduction of stylistic features

+ Reduction

+ Reformulation

After performing the task assigned to him/her, each of the subjects was pro-
vided with his/her source text or raw output — depending on the task assigned
— along with the target text he/she had delivered and a list of his/her four most
frequent strategies. Next, during individual retrospective interviews, each partic-
ipant was asked to rank the strategies in the order of the difficulty which he/she
had perceived when adopting them, from least difficult - ranking 1 — to most
difficult - ranking 4; lists of the strategies most frequently adopted by the partic-
ipants and their corresponding rankings can be found in Appendices C-H. The
decision to focus solely on the four strategies most frequently adopted by each
participant was based on the assumption that it would be easier for them to accu-
rately retrieve this type of information, without having to remember strategies
used relatively rarely during the experimental sessions.

Since difficulty is an elusive concept, the students were provided with a no-
tion of “difficulty” to use as a guideline: they were asked to think about all those
cases in which Internet searches having a specific purpose - i.e. corresponding
to a strategy — had to be abandoned because they did not give the expected re-
sults. The participants were not allowed to give an equal ranking to two or more
strategies. Moreover, although they were asked to rank their four most frequent
strategies, the analysis took into consideration only one strategy, namely the one
which each subject had adopted most often and that, as a result, corresponded to
the relative majority of his/her Internet searches. It was assumed that, by focus-
ing on the strategy which each subject had employed most often in the experi-
mental sessions, it would be possible to gather data on the difficulty perceived
during most phases of the translation with TM software or the PE processes. Sub-
sequently, by adopting the model proposed in this pilot study, we could check
the extent to which the number of correct solutions impacted on the perception
of difficulty.
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Table 3: Percentage of correct solutions provided by the TM database,
most frequent strategies and their rankings in terms of perceived diffi-
culty

Percentage of correct Most Ranking —out
Sessions translation solutions — out of frequently of 4- of
using TM  the overall translation adopted perceived

problems identified strategy difficulty

1% session 14% Equivalent 4
retrieval
- used 22
out of 49
times

2"d session 66% Equivalent 3

monitoring
— used 4 out
of 8 times

3" session 100% Equivalent 3
monitoring
- used 7 out
of 10 times

As far as the TM working scenario is concerned, Table 3 shows the data re-
ferring to the percentage of correct solutions provided by the TM database in
relation to the translation problems verbalised in each of the three sessions, the
strategy most frequently adopted by each subject and the corresponding ranking
assigned to this strategy on the basis of the level of difficulty perceived when em-
ploying it.

The data show that:

« as the sessions took place, there was a change in the type of strategy most
frequently adopted by the subjects;

« the ranking of perceived difficulty assigned to the strategy of equivalent
retrieval was higher than the ranking assigned to the strategy of equivalent
monitoring.
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Table 4: Percentage of correct solutions provided by the raw MT out-

put, most frequent strategies and their rankings in terms of perceived
difficulty

Percentage of correct Ranking —out

Se.ssmns translation solutions - Most frequently of 4 of
with full out of the overall .
. adopted strategy ~ perceived
MT PE translation problems .
; ] difficulty
identified
1%t session 58% Contextualisation 4
— used 16 out of 45
times
21 gession 83% Contextualisation 4
— used 7 out of 15
times
3'd gession 50% Contextualisation 4
— used 4 times out
of 13

The shift from the strategy of equivalent retrieval — the most used during the
first session - to that of equivalent monitoring — the most employed during the
second and third sessions — can be assumed to be a result of the steady updating
of the TM database: the participants were provided with an ever-increasing num-
ber of solutions previously inserted by their colleagues working on similar texts.
As a result, even when they were not sure about the correctness of a translation
solution, they were led to employ it as a starting point for their searches, instead
of looking for equivalents from scratch. This shift led to a decrease in the level
of difficulty perceived during the majority of the Internet searches performed,
thus reducing the overall difficulty associated with the translation process when
using TM software.

With regard to the PE scenario, Table 4 shows data regarding the percentage
of correct translation solutions provided by the MT output in relation to the
translation problems verbalised within each session, the strategy most frequently
adopted by each subject and the corresponding ranking assigned to this strategy
on the basis of the level of difficulty perceived when employing it.
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The data which were gathered from the three students who worked within the
PE scenario show that:

« there is no variation in the type of strategy which each of the participants
adopted most often - i.e. contextualisation;

« all three subjects gave an equal ranking to the strategy of contextualisation,
which was unanimously regarded as the most difficult.

The fact that the strategy most frequently adopted by all three subjects was
that of contextualisation suggests that the type of translation problem for which
they were led to perform the highest number of Internet searches was the same.
In those cases, they used Internet searches to look for comparable texts so as
to determine whether the MT output had respected the stylistic features of the
economic press release text type in the target language. Therefore, it can be ob-
served that, even in those cases in which the output provided solutions regarded
as correct to more than half the translation problems encountered - such as in the
first and second sessions — the solutions provided did not help the participants
solve the stylistic problems identified. An in-depth knowledge of both textual and
extra-textual features is necessary to reproduce the style of a specific text type —
e.g. while in English managers tend to use the pronoun “we” when talking about
their companies, impersonal forms are more frequent in Italian. Therefore, this
may suggest that the participants were aware of the risk that the style of the
MT output could be inconsistent or inadequate, for instance due to processing
the text on a sentence-by-sentence basis without taking contextual knowledge or
genre-specific features into account. This would explain why, unlike the partici-
pants working within the TM scenario, they did not use the stylistic features in
the raw output as a starting point - e.g. by checking whether they were correct
— but rather looked up comparable press releases written in Italian.

To sum up, our model of data triangulation has so far investigated whether
the number of correct solutions provided by the TM and the raw MT output in-
fluenced participants’ perceptions of the difficulty of the translation strategies
adopted. It was observed that TM use reduced the difficulty perceived by the
participants to a larger extent as far as translation strategies were concerned, be-
cause it provided the participants with an ever-increasing number of translations
which could be checked instead of translated from scratch and which facilitated
their Internet searches. On the contrary, with regard to the full PE setting, it was
observed that the Internet searches made to enable reproduction of the stylistic
features of the press release text type were experienced as the most difficult by
all participants, possibly because they did not trust the raw MT output enough to
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use its translation solutions as starting points for their Internet search strategies.
To complete our model, we also used time measurements to analyse the impact
of translation solutions on the duration of the translation and the PE tasks. This
part of the analysis will be addressed in the following section.

6 Third set of results: Duration of the tasks

This section compares the duration of the translation tasks using TM software
and of the full PE tasks. We used the data gathered by means of TAPs and time
measurements in order to check whether the number of correct translation so-
lutions respectively provided by the TM software and the raw MT output had
an impact on the time taken by the participants to complete their tasks. Table 5
shows the data regarding the duration of the translation and PE processes and
the percentage of correct translation solutions respectively provided by the TM
database and the raw MT output to the translation problems verbalised by the
participants.

Table 5: Duration of the tasks and percentage of correct translation

solutions

Duration of the = Percentage of Duration of  Percentage of
pair translation correct solutions  the PE correct solutions in

process in the TM process the raw MT output
1t 52 min 14% 50 min 58%
2nd 22 min 66% 24 min 83%
3rd 17 min 100% 27 min 50%

As can be observed in Table 5, in two out of three cases — i.e. for the second and
third pair of participants — using a TM was the most effective option timewise. In
addition, these data show that translating using a TM database providing an ever-
increasing number of correct translation solutions resulted in a steady reduction
in the time employed by the participants. In contrast, a higher number of correct
translation solutions did not necessarily imply a shorter duration for the PE task.
As a matter of fact, the length of the task did not seem to be affected by the
number of correct translation solutions contained in the raw MT output. To give
just one example, the participant in the first pair needed more time to post-edit
the text than the participant in the third pair, even though the former identified
a higher percentage of correct translation solutions than the latter. This may be
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due to the fact that, regardless of the number of translation solutions deemed
to be correct, for those cases in which the participants had to resort to Internet
searches, the searches performed turned out to be time-consuming. Another
reason may be the fact that the participants were wary of the solutions in the
raw output.

7 Discussion of the findings

As we stated in §1, this work was conducted on a small scale, therefore our re-
sults are preliminary in nature. When looking solely at the number of correct
translation solutions, it emerged that the TM provided more correct solutions
than the raw MT output only after its second update, namely to the participant
of the third pair. Nonetheless, within the TM scenario, the steady increase in
the number of correct solutions had an impact on the duration of the task, on
the translation strategy adopted with the highest frequency and on the level of
difficulty associated with it, thus leading the participants to save an increasing
amount of time and to perceive a progressively lower level of difficulty. On the
contrary, within the PE setting, the variations in the number of correct transla-
tion solutions contained in the raw MT output had no impact on the time em-
ployed by the participants, on the translation strategy adopted most often and
on the level of difficulty assigned to it.

These preliminary findings indicate that, in addition to the number of cor-
rect translation solutions, further factors should be taken into account to model
the differences in terms of perceived difficulty and time required between the
translation assisted by TM software and the PE scenarios. In particular, the sub-
jects” opinions on the translation technology being used may have influenced the
dependent variables under investigation. More precisely, the participants post-
editing seemed to show a lower sense of trust in the translations contained in the
raw MT output: either they did not regard this translation technology as being
able to solve specific types of problems — e.g. stylistic ones — and therefore trans-
lated from scratch or, even when they just wanted to check whether the solution
in the raw output was correct, the searches which they performed were more
time-consuming. These preliminary results corroborate the notion that the rela-
tion between translators and translation technologies — and, in particular, MT -
is very complex, as translators need to feel that they can fully trust the tool that
they are using before accepting its solutions. The idea of employing translation
solutions which are the result of a machine rather than a colleague’s work — who
would have used his/her expertise and common sense — may, therefore, involve
too much risk for many.
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This finding in itself points to the didactic implications of this pilot study. All
the trainee translators involved in this experiment had been exposed to hands-on
training in both TM software and MT post-editing — with components of their
courses also devoted to terminology, localisation, etc. Finally, one further aspect
to consider is the fact that, for this pilot study, we asked participants to deliver
a publishable, high-quality final text. This requirement is likely to have had an
impact on their work. For example, we can safely assume that, if the participants
post-editing had been told to use minimal PE — with the final target text to be
used for gisting purposes — they would have spent less time and effort on Internet
searches aimed at refining the stylistic features of the final target texts. Therefore,
these preliminary results should be considered as deeply influenced by the final
task assigned to the participants.

8 Conclusions and future work

This paper has presented a pilot study proposing a model of data triangulation
for the analysis of the respective impact of TM use and full PE of raw MT out-
put on trainee translators’ time effectiveness and perceptions of the difficulty
of the translation strategies adopted. The model is based on the combined use
of TAPs, retrospective interviews and time measurement: TAPs were used to
identify translation problems, the translation solutions provided by the TM and
the raw MT output and regarded by the participants as correct, and the trans-
lation strategies employed; retrospective interviews were employed to gather
data on the participants’ perceptions of the difficulty of the translation strate-
gies adopted, while time measurement allowed us to objectively compare the
duration of the translation and PE tasks.

A number of limitations can be identified in this pilot study. First of all, the
sample of participants was very small, such that individual differences may have
influenced the preliminary findings presented here. Secondly, the passages used
belonged to only one text type and were very short; therefore, they presented
a limited number of linguistic features and potential translation problems. Ac-
cordingly, this does not allow us to generalise our findings to other text types
or genres. In addition, this pilot study concentrated solely on the language com-
bination English—Italian, and the participants translated and post-edited from
English into their native Italian. A further limitation arises from the fact that the
TM database was steadily updated as the sessions progressed; therefore, three
participants worked within an ever-changing scenario. Nonetheless, translat-
ing with the help of a TM database without taking advantage of this distinctive
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feature would have created an artificial working scenario. In addition, these pre-
liminary findings are deeply influenced by the segments with which the TM had
previously been updated, as well as by the training data used for the statistical
MT system employed. A further crucial limitation is connected to the lack of an
objective recording tool - such as keystroke logging programmes or eye trackers
— which prevented us from analysing whether the subjects actually verbalised all
their actions while performing the tasks. Finally, it is worth noting that, although
the participants were asked to deliver publishable high-quality texts, their final
Italian translations were not evaluated, due to an exclusive focus on the pro-
cesses, rather than the products, of their translations obtained with the use of
TM software or PE.

These limitations reinforce the need to further test the preliminary results ob-
tained in this pilot study and extend this line of research, applying the proposed
data triangulation model to analyse translators’ activity data in other scenarios.
To give just a few examples, it would be helpful to conduct similar experiments
with longer texts belonging to different types and/or with a higher number of
participants in order to test the wider applicability of our preliminary results.
It would also be interesting to involve trainee translators studying in different
institutions, in order to determine whether and how the training received in
translation technologies might influence the translation process of the partici-
pants — indirectly testing the actual effectiveness of such training in translation
technologies. Further research should also be conducted to explore the effect of
switching around the translation direction, so as to observe variations in time,
strategies employed and their perceived difficulty due to the effect of direction-
ality, especially when translating into a second language, which also constitutes
an interesting, and challenging, didactic activity.

Furthermore, given the importance of translators’ attitudes to translation tech-
nologies which emerged from this pilot study, it would be interesting to expand
the analytical model proposed here by adding focus groups or interviews to col-
lect data specifically on the participants’ opinions on translation tools. Moreover,
by combining additional data gathering methodologies, it would be possible to
make up for the incompleteness which often characterises the data obtained by
means of TAPs and retrospective interviews; as a matter of fact, the model pro-
posed in this initial study may easily incorporate different methodologies. Fi-
nally, it would be advisable to extend the present work also by combining the
findings of this process-oriented research with an analysis of the quality of the
final products. As pointed out by Guerberof (2009), the analysis of translation
productivity should be done in relation to an equal level of final quality. In this
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study, we relied on the students to possess an a priori notion of publishable qual-
ity for their final target texts, and we assumed that they were able to achieve it
equally when working with TM and when post-editing MT output.
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Appendix

Appendix A: Source text to be translated by the participant of the first
pair

NAME Boosts Dividend by 10 Percent

Board Cites Earnings Outlook, Strong Cash Flow

The NAME (NYSE: NAME) Board of Directors today increased the regular quar-
terly dividend by 9.6 percent to $0.57 per share from $0.52 on all outstanding
Class A and Class B shares. The dividend is payable March 7, 2012, to sharehold-
ers of record on Feb. 21, 2012.

“NAME turned in a great performance in 2011 despite a volatile global operating
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environment,” said NAME Chairman and CEO NAME SURNAME. “Cash flow in
2012 is expected to be strong and clearly today’s decision by the Board reflects
that projection”

Appendix B: Raw MT output to be post-edited by the participant of
the first pair

NAME Aumenta dividendo del 10 per cento
Consiglio Cites guadagni Outlook, Forte Cash Flow

L’'NAME (NYSE: NAME) Consiglio di Amministrazione ha aumentato oggi il div-
idendo trimestrale regolare del 9,6 per cento a 0,57 dollari per azione da 0,52
dollari su tutte le classi in circolazione azioni di classe A e B. Il dividendo & paga-
bile 7 marzo 2012, agli azionisti registrati il 21 febbraio 2012.

“NAME ha disputato una grande prestazione nel 2011, nonostante un contesto
globale volatile,” ha dichiarato NAME Chairman e CEO NAME SURNAME. “Il
flusso di cassa nel 2012 dovrebbe essere forte e chiaramente la decisione odierna
del Consiglio che riflette la proiezione”

Appendix C: Rankings obtained by the participant of the first pair
working within the CAT setting®

4 - Equivalent retrieval

3 - Contextualisation

2 - Equivalent monitoring

1 - Comprehension of the source-language term

Appendix D: Rankings obtained by the participant of the second pair
working within the CAT setting

4 - Equivalent retrieval

3 - Equivalent monitoring

2 - Comprehension of the target-language term
1 - Comprehension of the source-language term

3In appendices C-H, strategies are put in order of ranking of perceived difficulty — from more
(4) to less difficult (1).
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Appendix E: Rankings obtained by the participant of the third pair
working within the CAT setting

4 - Comprehension of the source-language term
3 - Equivalent monitoring

2 - Contextualisation

1- Equivalent retrieval

Appendix F: Rankings obtained by the participant of the first pair
working within the PE setting

4 - Contextualisation

3 - Equivalent retrieval

2 - Equivalent monitoring

1 - Comprehension of the source-language term

Appendix G: Rankings obtained by the participant of the second pair
working within the PE setting

4 - Contextualisation

3 - Equivalent retrieval

2 - Comprehension of the source-language term
1 - Comprehension of the target-language term

Appendix H: Rankings obtained by the participant of the third pair
working within the PE setting

4 - Contextualisation

3 - Equivalent retrieval

2 - Equivalent monitoring

1 - Comprehension of the source-language term
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To advance the state of the art in translation process research, Toury (2004) re-
quests the formulation of “probabilistic explanations in translation studies”. This
chapter develops these “conditioned statements” into a Noisy Channel Model of
the translation process with the ultimate aim to predict “particular modes of behav-
ior” by their observable traces in the user activity data (UAD). We first develop
a Noisy Channel Model for the translation process and then present a number of
research results that may serve as a basis for the formulation of observable behav-
ioral units and of the latent states in a noisy translation process model. However, a
large amount of research has still to be conducted before we might be able to get a
complete picture of the various shades and complexities of the translation process.

1 Introduction

The Noisy Channel Model (Shannon & Weaver 1949) has been very productive
for solving non-deterministic problems in communication and computational lin-
guistics. It is a mathematical formalization of communicative processes that un-
derlies, among many other things, speech recognition (Huang et al. 1990), statis-
tical machine translation (Brown et al. 1993) and the translation of a text from
a source language to a target language. Statistical machine translation (SMT)
models translation as a process in which a source text is decoded, thereby elim-
inating the noise (e.g. adjusting lexical and syntactic divergences) to uncover

Michael Carl & Moritz Schaeffer. Sketch of a Noisy Channel Model for the transla-
tion process. In Silvia Hansen-Schirra, Oliver Czulo & Sascha Hofmann (eds.), Empir-
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the intended message (i.e. the translation). In automatic speech recognition, the
speech signal is segmented, analysed and mapped onto a sequence of phones,
which represents possible pronunciations of the words to be recognized.

In this chapter we develop a framework of the Noisy Channel Model for the
translation process. In analogy with speech recognition, the translation pro-
cess is modeled as a probabilistic sequence of behavioral observations, such as
keystrokes and eye movements, which are emitted by underlying hidden pro-
cesses. The aim of the noisy channel is to anticipate and generate the behavioral
user activity data (UAD) and to uncover and understand the underlying hidden
translation processes that are involved in the generation of the translation.

Just as for automatic speech recognition, the segmentation and quantification
of the stream of events is a precursor also for decoding translation processes. A
considerable amount of work has been invested in translation process research
to define and investigate various kinds of units, measures and metrics that are
suited to structure and quantify processing activities.

On the one hand, the final outcome of the translation process is a text (i.e.
the translation) which is defined by the spatial/sequential order of the linguistic
items that it constitutes. We may thus approach the translation process from a
textual angle and investigate behavioral patterns that are involved in the produc-
tion of particular words or phrases. Consequently, we will deal with text-based
units of investigation, spatial areas of interest (AOIs') which accumulate related
behavioral UAD.

On the other hand, the translation processes can be considered a temporal se-
quence of translational events, which may be segmented into coherent chunks or
behavioral units. For instance, pauses in the translation production process (i.e.
gaps in the typing activities) have been associated with cognitive meta-activity
and pause analysis has been proposed as a method to detect the amount of ’cog-
nitive effort’ in translation (e.g. Immonen 2006; O’Brien 2006; Lacruz et al. 2012).
However, it is unclear what exactly the cognitive processes are that take place
during typing pauses and it is an unsolved problem to determine what exactly
makes pauses more or less effortful. In addition, recording of gaze data is required
to ‘fill’ the typing pauses and to identify the specific motivation of a particular
pause (Kumpulainen 2015: 47).

In both cases, a distinction can be made between early, automatised translation
processes and later more time-consuming processes. A number of measures exist
that are suited to describe early translation processes; these include fluent typ-

'This term was coined as a tool for the investigation of eyetracking data. It can be equally used
to denote a textual area to accumulate different kinds of UAD.
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ing activities and early eye movement measures such as first fixation durations.
However, late translation processes are more complex, more difficult to describe
and their traces in the process data are more varied and difficult to classify or
identify than the early processes.

As suggested by Toury (2004), translation processes and behavioral observa-
tions are probabilistic in nature. In this chapter, we suggest a probabilistic frame-
work to assess and integrate several findings from empirical translation process
research. We first lay out the general ideas of the Noisy Channel Model in §2 and
apply the introduced notions to the translation process research (TPR) terminol-
ogy. We show that the Noisy Channel Model provides a powerful framework to
formalize “probabilistic explanations in translation studies” (Toury 2004).

One of the essential requirements for a noisy translation process model is
the fragmentation and quantification of the stream of UAD into meaningful seg-
ments. §3 discusses a number of attempts to segment the UAD into meanigful
units, including production units, attention units and activity units. In the noisy
channel model, these behavioral units are generated by underlying hidden trans-
lation states. Drawing on the monitor model, we make a distinction between
early and later translation processes and argue that they represent different men-
tal states. §4 provides a number of properties for these earlier and later transla-
tion states, the output of which can be measured in the behavioral UAD.

2 The noisy channel model in translation

The Noisy Channel Model conceptualizes communication as a problem of decod-
ing (Shannon & Weaver 1949), in which a transmitter sends a message m through
a noisy communication channel. The receiver perceives a signal o as a noisy en-
coded version of the original message. In order to reconstruct the message m,
the Noisy Channel Model assumes two factors: a language model P(m) which
indicates the probability of the original message m and the conditional probabil-
ity P(o|m) which quantifies the probability of the signal o provided we know the
message m. The probability P(o|m) accounts for the noise that is added during
the communication process. This component analysis can be achieved with the
help of Bayes’ theorem, which states that a conditional probability P(m|o) can be
decomposed as P(m|o) = P(o|m) * P(m)/P(0). Decoding makes use of the right
side of this equation, ignoring the common denominator P(0). The noisy chan-
nel model is used to formalize a variety of different communication problems; in
automatic speech recognition, o is an acoustic signal and m is the spoken mes-
sage (Mylonakis et al. 2007). The model is also used for part-of-speech tagging,
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in syntactical analyses, and in many other natural language processing (NLP)
applications.

Lo Decode: P(TT|ST) RIS
¢"’ ~~“~
g ‘(
Source Text Target Text
v, O
§~~ "
hEIOY Encode: P(ST|TT) IS

Figure 1: The noisy channel model for translation

In the context of SMT it is assumed that the target text (TT) corresponds to
the message m and the source text (ST) is the signal o that we want to decode
(see Figure 1). Given we know all the factors that are involved in the encoding
process in P(ST|TT) and we know the probabilities with which each single event
occurs, we can reverse the encoding process based on Bayes’ law as shown in
equation 4.1.

P(TT)
P(ST)

P(TT|ST) = P(STITT) = (4.1)

As each of the factors that contributes to a translation (i.e. the encoding and
decoding) generates a large number of hypotheses, the Noisy Channel Model
makes use of a search operator argmax to retrieve the most probable translation
among the many possible options.

—_—

TT = argmax P(TT|ST)* P(TT) (4.2)

The argmax operator in equation 4.2 takes account of the fact that there can
be many possible outcomes, but we are searching only for the most likely trans-
lation TT. This operator produces, under optimum circumstances, the best re-
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construction of the translation TT based on observed source text (or sentence)
ST.

P(ST|TT) = ZP(ST|TT,U,-) (4.3)

Equation 4.3 demonstrates the possibility of including additional predictor
variables v; in the Noisy Channel. Since the total probability of a sample space al-
ways amounts to 1 = }; v; any number of additional variables can be introduced
in this manner, so as to provide additional explanatory power to the computa-
tions.

Early approaches to SMT modelled the channel as a probabilistic translation
dictionary (Brown et al. 1988). More recent SMT systems use many additional re-
sources, such as phrase- or tree-based translation models; they encode sentences
as lattices or confusion networks that enhance the noisy channel extensively. In
order to integrate a large amount of features that might impact the decoding
process, the Noisy Channel Model has been generalized as shown in equation
4.4, which can take into account any number of feature functions fi. (ST, TT, vy),
which are weighted by a factor Ax (Och et al. 2003). Each feature function fi(-)
may represent a very different aspect in the decoding process and can be trained
independent of other features. Its contribution to the overall outcome of the de-
coding process is ranked by a factor Ag:

—_—

TT = argmax P(TT|ST) ~ Z A = fi(ST, TT, vy (4.4)
k=1...n

We propose an adaptation of the Noisy Channel Model to model human trans-
lation and post-editing processes.

2.1 Probabilistic translation processes

In an attempt to define the notion of translation universals, Toury (2004) requests
the formulation of conditioned statements which would provide “probabilistic
explanations in translation studies”. Conditioned statements would predict “par-
ticular modes of behavior (or their observable results) ... [based on] an array of
variables, whose capacity to enhance (or reduce) the adoption or avoidance of a
particular behavior would be verified empirically” (Toury 2004: 24). The most
general format of such a conditioned statement according to Toury would be as
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follows:

If 1 and 2, and 3, and ... oo, then there is great likelihood that X [...] where
the numbers (1, 2, 3, ... o) stand for the different variables which may have
an effect on the selection of a translational behavior. (p. 26)

In terms of the notion introduced above, Toury’s conditioned translation state-
ment can thus equivalently be expressed as a set of conditional probabilities in
the form P(x;|vy, vs, . . ., Uy ) Where x; stands for a particular predicted transla-
tion behavior and the set V = {v;, vy, ..., v, } contains predictor variables which
have an effect on and explain — to a certain extent — the observed behaviour x;
in a probabilistic manner. Even though there might be many different modes of
translation, we assume that the translation process consists of a finite inventory
of behavioral patterns X = {xy, ..., x,} and we assume — in contrast to Toury —
that for each of the observations x;, 1<i<n there exists only a finite set of predic-
tor variables v; € V that has an effect on x;. The observed translation process
X can then be formalized as a sequence of possible behavioral patterns xy, x . . .
that are conditioned by a number of predictor variables vy, v; . . . . The most likely
(explanation for) translation behaviour X can thus be computed in a similar way
as the most likely translation TT.

The general idea in this model is that the value of a dependent variable (X) is
related to a set of independent variables (V) through a function (F). Given the
translation UAD, we learn the function (F) to minimize the error (also known as
loss (L)) in prediction ()? ) of the variable V.

minimize L(X,X), where X = F(X,V) (4.5)

2.2 Latent translation states

As anillustration of a probabilistic conditioned statement, Toury (2004) discusses
amade-up example in which he illustrates a hypothetical effect of experience and
fatigue on whether translational processing will be applied to small or low-level
textual-linguistic entities. In this example, the level of textual-linguistic entities
that a translator works with would be represented by the dependent variable X
whereas the explanatory (or predictor) variables V represent the experience and
fatigue of the translator which may have an effect on the choice of the translation
unit.
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4 Sketch of a Noisy Channel Model for the translation process

Toury is not very consistent in his usage of the terms “translation modes” and
“translation behavior”. Surprisingly, for him the translator’s behavior “is not re-
ally observable in any direct way” (Toury 2004: 26). He nevertheless mentions
possible forms of translational behavior which include all kinds of “regularities
[that] can be found on every level, from the individual act of translation [...] to
the overall notion of translation”, under which he also subsumes translation uni-
versals, i.e. structures in the translation product. We will come back to this issue
in the conclusion.

On the one hand, Bernardini (2001: 241) points out, “an understanding of trans-
lation [processes] [...] is not derivable solely from an analysis of the final prod-
uct”. On the other hand keylogging and eye-tracking technologies give us today
the possibility to directly observe and investigate translation behavior and em-
pirically assess the granularity of the chunks that a translator works with. Ac-
cordingly, we conceptualize the translation process as successive intermediate
versions of a text (i.e. the emerging translation), which are the direct conse-
quences of translation behavior. Most important in this process are obviously
the keystrokes which are the direct causes for text modifications.

As an extension to Toury’s model, we assume that the behavioral patterns are
triggered through internal (latent) states in the translator’s “black-box”. Using
EEG and fMRI technologies we may be able to investigate and measure these la-
tent states directly through experimental equipment in the near future (Annoni
et al. 2012). Currently however, Think Aloud Protocols (TAPs) and introspection
are methods used to assess the hidden (or latent) states in the translation process.
Two of the main goals of TAP research are (1) to describe translation problems,
and (2) to isolate strategies and translation procedures. According to Lorscher
(2005: 599), the “data [that are collected through TAP] are interpreted as (observ-
able) indicators of (unobservable, mental) translation strategies” which, for him,
represent the basis for the formation of hypotheses regarding the mental trans-
lation process. Based on the collected data, Lorscher (1991) describes five basic
translator types which differ with respect to how much the solution of a trans-
lation problem is automatized, whether the translator requires search, whether
a translation problem is decomposed into smaller parts, and to what extent the
translation problems are consciously accessible and can be verbalized. Lorscher
(1991: 280) finds that “[w]hen several [translators] are faced with a problem X,
many or most of them employ similar or the same types of strategy”.? How-
ever, findings like these remain to be quantified and scrutinized for their predic-

2While this looks similar to Toury’s conditioned statement, the “problem X” would here be a
predictor variable, while the dependent variable “types of strategy” is a latent translation state.
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tive value. For Krings (1986), TAPs have only a restricted validity. He cautions
that “although verbal data do give evidence of mental processes, they cannot be
claimed to be isomorphic with those processes” (Krings 1986: 264).

. Sel P .
0.6 0.4 L 04 0.6
" ~. . "

Rain Dry

Figure 2: A hidden Markov Model

The translation model suggested by TAP analysis can be formalized as a Hid-
den Markov Process in which a number of interconnected “hidden” states emit
observations with a certain probability. Figure 2 outlines the idea of a hidden
Markov model, where the two hidden states (Low and High) emit possible ob-
servations (Rain or Dry) with a certain probability. A hidden Markov model can
consist of a large number of hidden states and emit many different observations.
The hidden states are organized in the form of (possibly completely connected)
recursive networks and transition probabilities that indicate the likelihood with
which one state follows another. A number of efficient algorithms exist to learn
transition and emission probabilities from data and to compute most likely se-
quences of observations.

2.3 Early and late stages of translation states

de Groot (1992), Hartsuiker et al. (2004), Lopez & Resnik (2009) and Schaeffer &
Carl (2013) assume that entries in the mental bilingual dictionary consist of nodes
that link the lemmas, concepts, word forms and syntactical information between
the two languages. The nodes are linked to all words that exhibit correspond-
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ing features in a language-independent fashion. They are, however, specific to
particular language combinations as not all languages always realize the same
morphosyntactic and semantic aspects in the same way.

The models predict that the more nodes overlap between the source and target
language words and structures, the less time it takes to retrieve associations and
to generate translations. This unchallenged translation process is to a large extent
a subliminal process.

The translation model by Schaeffer & Carl (2013) posits that the translation
process is recursive given that translators often switch back and forth between
source and target text in order to examine both texts for interpretive resemblance.
In doing so, translators are primed by either the source or the target text, allowing
them to register and analyze the resemblances in both texts. This view is in
line with the monitor model (Tirkkonen-Condit 2005) according to which an
automatic default translation procedure is interrupted when a problem occurs
and triggers conscious translation processes.

Figure 3 visualizes an unchallenged translation process. It shows a relatively
undisturbed translation progression in which an English source sentence “All
of his victims were old weak woman” is translated into Danish “Alle hans ofre
var aeldre svagelige kvinder” on the left and right axes respectively. Translation
activities are depicted in the graph on a timescale, from ms 206.000 to 215.000.
The overall translation of the eight words takes approximately 9 seconds. The
figure shows keystrokes (insertions and deletions), gaze fixations on the source
text (blue boxes with dots) and gaze fixations on the target text (green boxes with
diamonds).

women o Tk Vi (VIViRE- | kvinder
weak 2 R svag:zFﬁ svagelige
old ™ o | 8 et geldre
were o DE HE — H var
victims S * of & ofre
his ™ Are: hans
of o3 A0 Alle
Al E_“ﬁ}‘ |H| AT T T T Ale

206000 207500 209000 210500 212000 213500 215000

Figure 3: Example of an undisturbed translation progression

Some of the measures for the translation segment in Figure 3 are shown in
Table 1 and explained as follows:

« FFDur: first fixation duration on the source word (blue rectangle)
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« FixS and FixT: number of fixations on the source text and target words
respectively; there are only few fixations (< 10) on each single word

o« TrtS and TrtT: total reading time of source text word and its translation,
respectively

o Ins, Del and Dur: number of counted insertions, number of counted dele-
tions and total typing duration to produce the translation, respectively

o Munit: number of revisions (micro units) of a word (see page 103)

o HTra: word translation entropy (cf. literality criteria 3, see page 96)

Table 1: Behavioural measures for smooth translation activities.

SToken FFDur FixS TrtS FixT TrtT Ins Del Dur Munit HTra

All 60 2 259 1 559 0 0 622 1 041
of 0 0 0 1 559 5 0 622 1 074
his 0 0 0 3 658 5 0 462 1 049
victims 239 1 239 3 1177 5 0 634 1 0.49
were 478 5 1116 1 80 4 0 445 1 0.00
old 179 1 179 7 1136 6 0 1061 1 0.99
weak 159 8 1796 5 1813 10 0 1177 1 136
women 59 2 238 1 200 1 3 2234 1 0.24

The segment in Figure 3 is chararacterized by relatively few fixations on the
source and target words and relatively short total reading times. There is a short
delay between the reading of a source word and the production of the translation
(i.e. the eye-key-span; see Schaeffer & Carl 2016, Schaeffer & Carl 2017 [this
volume]). Only the translation of “weak” and “women” required longer reading
times, perhaps due to unusual character combinations in the Danish translations.

Figure 4 shows an excerpt from an English — Chinese translation session,
with much more complex patterns of ST and TT reading behavior, repeated re-
gressions, re-reading, backtracking, deletions, revisions, etc. The production of
this translation segment of 17 words took approximately 100 seconds, which is
almost 5 times longer per word than the Danish translation in Figure 3. The ST
segment “the extra green mile” was read at least seven times, four times during
an orientation phase between seconds 210 and 240 and then again three times
during translation drafting.
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Figure 4: Progression graph with complex patterns of monitoring be-
havior

Table 2: Measures of challenged translation processes

SToken FFDur FixS TrtS FixT TrtT Ins Del Munit HTra
the 183 2 316 0 0 0 0 0 1.35
extra 234 20 5133 0 0 0 0 0 1.68
green 267 24 8995 13 2683 2 0 1 0.46
mile 250 6 2515 0 0 0 0 0 1.96

Table 2 lists the behavioural measures for the translation segment which was
more challenging. In total, there were 20 and 24 fixations on the words “extra”
and “green”, respectively. The first fixation durations FFDur make up less than
5% and 3%, respectively, of the total reading time for these words, indicating that
most of the translation effort is related to later processes, such as source text
integration or formulation of a translation hypothesis. In this example it seems
that much effort was required to understand and/or formulate a first translation
hypothesis for the phrase “extra green mile” since most of the reading occurred
before the translation was typed.

The words “the”, “extra” and “miles” remain untranslated (Munit = 0); only a
Chinese translation of “green” was produced and aligned.® The relatively higher

3Dashes ‘— on the right Y-axes in the translation progression graphs indicate non-translated
or non-aligned words for which there are no correspondances in the translation.
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HTra values indicate that translators have produced more different solutions for
these words than for the translation of “green”.

The available eye movement measures seem to be well suited to capture unchal-
lenged translation processes. However, existing measures are not well suited to
describe the more complex reading patterns occurring during the later stages of
challenged translation, because they either describe early processes (e.g. first fix-
ation duration or first pass reading time) or they do not capture the time course of
the late processes and very few measures describe the interrelationship between
reading and writing activities (see also Schaeffer & Carl 2017).

Table 3 summarizes some of the existing measures. They will be explored in
more detail in §4. A distinction is made between reading measures which capture
gaze activities, writing measures which describe typing processes and R&W mea-
sures which describe how reading and writing are coordinated. These measures
refer to sequences of the source and/or target texts, so-called Areas of Interest
(AOI). AOIs are typically single words, phrases or sentences, and are character-
ized by the accumulated UAD as well as their linguistic and other annotations.
The first pass reading time, for instance, is the sum of fixation durations on a
word (or another predefined text segment) from the first fixation before the eyes
leave the AOI again. The word production time (Dur, cf. page 96) is the total
time needed to type a word (i.e. a translation), including all its possible revisions.
R&W measures shown in Table 3 can take values which may indicate early or
late processes.

Table 3: Measures of the translation process

reading measures writing measures R&W
measures
earlier first-fixation duration keystrokes: insertions &
processes deletions eye-key
span
first pass reading time inter-key pauses
regression path duration micro units parallel
R&W
later pro- revisions, word produc- activities

total reading time

cesses tion time
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2.4 A noisy translation processes model

A translation process model taking into account hidden states of early and late
processes is depicted in Figure 5. The model resembles a Hidden Makov Model
(HMM) in Figure 1 which consists of four levels of description. In the center is
the Translator who is constrained by a number of factors and who produces a
sequence of behavioral patterns which lead to the final translation product.

The Predictors are a vast number of variables which are likely to play a role in
the translation process and which originate from an enormously heterogeneous
field, including cognitive, linguistic, cross-linguistic, or textual, communicative
and socio-cultural domains (Toury 2004). Other researchers (e.g. Risku 2014) also
mention environmental conditions, including physical, geographic, economic,
political and demographic aspects which might play a role in the translation
process. The Source Text is another crucial predictor which will determine the
characteristics of the target text.

Predictors
Linguistic models: Cognitive-behavioral Social, cultural models:
Text model and text domain, word models: Translation technology,
length & frequency, syntactic- Automatic and strategic translation brief, publishers
semantic model, translation competences, memory, & authors expectations,
entropy, ST-TT divergences & re- expertise, self-concept, historical frameworks and
ordering, etc. emotional attitude, etc. norms, etc.

v

Translator

Behavioral Process
Pattern_2 observations
] 2] 2
Source Interm. - Interm. - Final TT Product
Text 1T 1 T 2 Translation observations
a a

Figure 5: Observations, predictors and hidden variables in the noisy
translation process model
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The Translator is modelled as a network of hidden states which implement the
actual translation processes. In contrast to earlier hierarchical-stratificational
models of translation (Nida 1964; Seleskovitch 1975), it is now generally accepted
that there are states of early, automatic processes and states of more deliberate,
strategic processing. Honig (1991), for instance, proposes a translation model
which establishes a distinction between uncontrolled, associative translation com-
petence (i.e. unconscious early translation processes) and a controlled workspace
in which micro and macro strategies are stored. The associative translation com-
petence corresponds to subliminal priming mechanisms, while the monitor pro-
cesses occur at a later stage as they require extensive conscious effort.

The output of the model in Figure 5 has two levels of observations: product
observations capture the changes in the translation product, i.e. the sequence
of intermediate texts that are produced during the translation process. The final
translation product is the final outcome in a series of successive intermediate text
snapshots that emerge during the translation process and the translation process
can be approximated by comparing the successive intermediate text snapshots.
These observable textual changes are direct consequences of translators’ activi-
ties which can be traced through logging technology.

Objective UAD such as keystrokes, mouse clicks, eye movements and other be-
havioral data can be recorded with keyloggers, eye-trackers and other tools, but
the collected UAD needs be segmented into meaningful behavioral patterns. How-
ever, it is neither obvious how keystrokes and gaze data should be segmented,
nor is it uncontroversial what the latent states are which emit those patterns.

The HMM in Figure 5 suggests that:

« the Translator can be in only one state at any given time

translation processes are driven by a large number of Predictor variables
« there are probabilistic transitions between successive hidden states
« each state emits exactly one behavioral pattern at each time

o a behavioral pattern produces a deterministic modification in the interim
translation

In §3 we will be concerned with the description and analysis of the behavioral
patterns. The stream of UAD can be fragmented into segments of behavioral
units which are suited to describe the translation process. A Production Unit
(PU), for example, is a coherent sequence of keystrokes where the lapse of time
between successive keystrokes is below a given threshold, e.g., 1 sec. A PU can
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thus contain a single or a large number of keystrokes irrespectively how many
words are produced.

In §4 we argue that different hidden states can be related to different temporal
aspects in which they are triggered. We discuss properties of earlier and later
translation activities and hidden states in more detail.

3 Patterns of translational behaviour

This section discusses several approaches to fragment the UAD into sequences of
behavioral patterns. Such patterns fragment the stream of translation activities
on a temporal scale. We discuss units which capture gazing and typing data. In
contrast to the behavioral data accumulated in textual AOIs, the UAD within the
behavioral patterns may relate to several different textual items that may be at
distant locations from each other. While there is a large repository of linguistic
terminology to describe textual elements in AOIs — such as PoS tags, linguistic
functions etc. — there are only very few approaches which fragment the transla-
tion process data and little work has beed done to describe these units.

3.1 Production units (PUs)

Carl et al. (2016); Carl & Kay (2011) define Production Units (PUs) as sequences
of coherent keystrokes, where the pause between any two successive keystrokes
is less than 1 second. A pause of more than 1000ms constitutes a PU boundary.
PUs fragment the stream of translator activity data into sequences of coherent
typing and pauses that separate them. In contrast to a micro unit (see page 103),
a PU may stretch over several words, while a micro unit is defined as the flow
of continuous typing that contributes to the production of one target word. A
PU that stretches over m words would thus be split into m micro unit, where
each produced word 1...,, is assigned its share of keystrokes. A word can be
associated with several micro and production units, depending on how often it
has been revised. A PU contains, among other things, the following information:

duration of the unit

duration of the preceding pause

« number of insertions and deletions,

tokens involved in the source text and target text
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« average Cross values

« percentage of parallel source and target text reading activity during unit
production

« degree of linear editing

Singla et al. (2014) investigate to what extent post-editor profiles can be iden-
tified based on the information contained in PUs. They use data from five post-
editors producing together 120 translations sessions which is contained in the
LS14 study?. They test several machine learning techniques but find that “mul-
tilayer perceptron” and “classification via regression” perform best for this task.
Using 10-fold cross validation for classification, they achieve 46.48% accuracy to
identify post-editors which exceeds by far the baseline accuracy of 20% which is
based on guessing a post-editor by equal chance among the five participants.

Aziz et al. (2014) analyze PUs of post-edited texts, to investigate whether and
how the properties of PUs are related to features of the sentences they appear
in. Their investigation uses the CFT13 dataset® that was generated with the CAS-
MACAT workbench (Alabau et al. 2013). PUs contain post-editing information
about number of insertions, deletions post-editing time etc. Aziz et al. (2014) add
further information to generate high dimensional feature spaces with nearly 100
features. The additional information included POS tags, named entities, chunk
labels, and labels of semantic roles. The information was separated into PU level
features and sentence level features “such as the number of tokens in the sen-
tence, the number of different phrases or the number of predicates and their
arguments, which could indicate that the overall sentence is complex” (179).

The authors use Principal Component Analysis (PCA) to visualize the high
dimensional feature space and provide a detailed analysis of the data. Aziz et
al. (2014) find that a correlation between sentence length and post-editing time
can be observed mainly in cases of low post-editing activities. They find, for
instance, that “PUs involving verbs are slightly more time-consuming, while PUs
related to nouns require slightly more typing” (Aziz et al. 2014: 189). On the one
hand, it is therefore “possible to decouple sentence length from the difficulty of
each PU in terms of how time-consuming and how many edits (character level
insertions and deletions) it requires.” (Aziz et al. 2014: 189) On the other hand, a
pause analysis becomes difficult, since “the pause prior to editing correlates very
poorly to the character-level edits performed.” (Aziz et al. 2014: 187) It is unclear

4The data can be downloaded from http://sourceforge.net/p/tprdb/svn/HEAD/tree/LS14/
5The data can be downloaded from http://sourceforge.net/p/tprdb/svn/HEAD/tree/CFT13/
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why a pause occurs and whether it is related to the successive typing events, as
manifested in the PUs. This is supported by their finding that “HTER correlates
better with time and typing related to individual PUs than to cumulative sentence
level indicators” (Aziz et al. 2014: 187)

With respect to editing times, the authors find the following relations:

« there is a stronger correlation between insertions and duration than be-
tween deletions and duration

« modal verbs, adverbs and coordinating conjunctions are more time con-
suming than gerunds and other non-finite verbs

« pronouns take longer to post-edit than sequences of nouns and named-
entities

« consecutive NPs have a strong correlation with editing duration and the
preceding pause

« the number of arguments in a sentence has an impact on its post-editing
duration

(Aziz et al. 2014: 188) further find that “there is very little correlation between
the length of a sentence and how time-consuming individual PUs are”. In other
words, post-editors process sentences in smaller units so that the post-editing
duration does not necessarily depend on properties of the whole sentence, and
hence sub-sentence features may provide more informative cues about actual
editing effort than, for instance, sentence length. It is unclear whether and to
what extent the findings for post-editing carry over to from-scratch translation.

Schaeffer & Carl (2016) attempt to predict concurrent ST reading and TT typing
during from-scratch translation production. Their investigation is based on the
assumption that “instances of concurrent reading and writing during translation
are indicative of automatic processes and shared representations” They investi-

gate concurrent activities in PUs using several possible predictor variables. They
find that:

+ the longer the PUs the more likely is concurrent reading activity
+ less concurrent reading is observed towards the end of the text

« similarity of syntax in the ST and the TT facilitates concurrent activities
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» more experienced translators are more likely to show concurrent R&W
activities

The strong impact of the syntactic similarity on concurrent processing under-
pins their initial hypothesis that processes are likely to be more automatic when
the ST and TT word order is similar, as in this case primed, shared syntactic
representations may more easily serve as the basis for TT production.

3.2 Attention units (AUs)

In order to compare the cognitive flexibility and processing automaticity of pro-
fessional and student translators, Hvelplund Jensen (2016) suggests to segment
the translation activity data into attention units (AU).

Following Baddeley (2007), Hvelplund Jensen (2016) argues that, on the one
hand, cognitive flexibility is linked to planning, problem solving and decision
making and involves the ability to focus and switch attention, or to divide atten-
tion simultaneously into several subtasks. Hvelplund further states that a trans-
lator with good cognitive flexibility will “focus attention for precisely as long or
short a period of time as is necessary only to those subtasks which are relevant
to the successful execution of the translation task” (Hvelplund Jensen 2016: 153).

On the other hand, based on TAP studies (e.g. Jadskeldinen & Tirkkonen-Con-
dit 1991) it has been suggested that professional translators rely more on auto-
matic processing than students. Translators’ automaticity is, thus, closely related
to experience.

In order to assess these hypotheses on the basis of translators’ UAD, Hvelplund
Jensen (2016: 157) operationalizes the notion of attention unit (AU) in the follow-
ing way:

an AU is defined as uninterrupted processing activity allocated either to the
ST (ST gaze activity), the TT (TT gaze activity and/or typing activity) or to
the ST while typing (ST gaze activity and concurrent typing). Transitions to
and from an AU indicate shifts in processing activity, and the point in time
at which the transition occurs is used to identify the end of one AU and the
beginning of the next AU.

He thus defines five AUs based on the following activities:
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AU1: ST reading

AU2: ST reading + typing
AU3: TT reading

AU4: TT reading + typing
AU5: Typing

While the cognitive flexibility is computed based on the durations of the AUs,
the automaticity of the process is reflected in the pupil size where smaller pupil
sizes indicate relatively less cognitive load than larger ones. The pupil size for a
AU was calculated as an average of all its gaze samples and a latency effect of 120
ms was factored into the calculation.

Based on an evaluation of the KTHJ08 data as shown in Table 4 (see page 97),
Hvelplund Jensen (2016) finds that:

1. experienced translators spend more time on target text than less experi-
enced translators.

2. ahigher variability in AU duration by professional translators as compared
to student translator indicating more flexibility and adaptability for the
former group.

3. pupils are significantly larger for less experienced translators than for ex-
perienced translators.

Further, in order to assess the translation process flow, Hvelplund counts all
the transitions between any two successive AU labels, separately for professional
and student translators, and stores them in a 5% 5 transition matrix. He compares
the two matrixes and observes that experienced translators shift from AU1 (ST
reading) in 65.5% of the cases to typing activity (either of AU2, AU4 or AU5)
while student translators do this only in 52.2% of the cases. Student translators
switch to AU3 more often than professionals, which suggests that students aim
more often at confirming meaning hypotheses (reflecting some kind of uncer-
tainty), rather than allocating the cognitive resources directly to TT typing once
a meaning hypothesis has been established.
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3.3 Actvity units

Not unlike Hvelplund Jensen (2016) AUs, Carl et al. (2016) suggest to fragment
the activity data into seven different types of segments with the following labels:

Typel: Reading the source text (ST)
Type2: Reading the target text (TT)
Type4: Typing activity

Type5: Typing while reading ST

Type6: Typing while reading TT

Type7: Typing while reading ST and TT®

Type8: No activity recorded

Typel, Type2 and Type4 are basic translation activities. Type5 to Type7 take
into account that source and target text reading can occur concurrently with
typing, and a Type 8 is assigned to segments if no activity is logged for longer
than a given threshold. Figure 6 shows the segmentation of a translation segment
into AU units. The data is identical to that in Figure 3 5 but AU boundaries are
marked.

Figure 6 shows a long ST reading activity (Typel, in blue) of approximately 30
seconds, between seconds 208 and 238, followed by a number of shorter pauses
(Types8, in black), TT reading (Type2, in green) and typing activities (Type4, in
pink) etc. These segments describe exhaustively the translation process and the
properties of the sequence might be significant for certain types of translators
and/or translation strategies.

In order to assess to what extent the profiles of machine-translation post-
editors can be detected from the labels of the AU, Singla et al. (2014) investigate
units of Type4 and Type8 (i.e. typing and pauses) of five post-editors with differ-
ent amounts of experience. They use data from 120 translations sessions which
are extracted from the LS14 study’ and subdivide Type 4 and Type 8 units into
five categories based on their durations. They compute a trigram language model
of activity sequences for each post-editor and compute a transition matrix which
is filled with the perplexity scores of each post-editor’s language model on the

%Tn more recent work, this type of unit is decomposed into units of type 1,2,4,5,6 or 8
"The data can be downloaded from http://sourceforge.net/p/tprdb/svn/HEAD/tree/LS14/
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Figure 6: Translation session fragmented into CU units

other post-editor’s activity sequences. A discriminative classifier is then used to
cluster post-editors into two classes on the assumption that the events that make
up the translation process provide enough information for the individualization
of post-editor profiles.

Singla et al. (2014: 56) find that “experienced post-editors produce similar kinds
of activity sequences in contrast with the activity sequences of inexperienced
post-editors”. They also notice that post-editors with a similarly negative attitude
towards post-editing tend to have similar activity patterns.

Martinez-Gomez, Aizawa, et al. (2014) use a subset of 204 sessions from the
data shown in Table 4 that is annotated with information about translator expe-
rience and certification: 99 of the 204 sessions were produced by 47 non-certified
translators, and 105 sessions were produced by 47 certified translators. They re-
port that:

translators engage 14% of their time in source text reading, between 17% to
37% in target text reading, between 35% to 42% inserting characters and 4%
deleting characters. Certified translators spent significantly larger propor-
tions of time in target text reading and target text typing than non-certified
translators. The most common translation activity was the concurrent com-
bination of “source text reading”, “target text reading” and “target text typ-
ing”, which occurred around 45% of the time for non-certified translators
and 65% of the time for certified translators. (Martinez-Gomez, Aizawa, et

al. 2014: n.p.)
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In an extension of this experiment, Martinez-Gomez, Minocha, et al. (2014)
use the same data to recognize translator expertise, based on the assumption
that “Translators have different perceptual and motor activities, depending on
their level of expertise” They compare two methods to assess this hypothesis,
one based on the AUs, and another one using unsupervised machine learning
techniques with a view to discover regularities in the logging events and to reveal
latent activities, that would otherwise not be detected.

For the unsupervised learning method, each log event (fixation and keystroke)
was enriched with 31 additional features that were extracted from the immediate
context, such as the number of insertions, deletion and fixations within the past
and the next 10 events, together with the time offsets from the current event. The
information was stored in the form of vectors which were then classified using
a k-means clustering method (3 to 8 classes). Tri-gram language models were
built from the sequences of cluster labels, and random forests used to predict
translator expertise, such as whether the user is a certified translator or not (bi-
nary classification), his/her years of training (regression) and years of experience
(regression).

Martinez-Gomez, Minocha, et al. (2014) report an error reduction in the recog-
nition of certified translators, and moderate but significant error reductions in
the recognition of years of experience, as compared to a baseline. Best results
were obtained with the unsupervised technique. They also report that CU unit
of type 5 (i.e concurrent ST reading and typing) is more likely for certified trans-
lators than for non-certified translators.

3.4 OST units

Another approach to fragmenting the process data was suggested by Nitzke &
Oster (2016). They manually annotate the activity data into two main categories,
orientation (O) and revision (R) with five sub-categories:

+ Ost: The participant spends time reading both source and target text

Os: More than 80 % of the fixations were on the source text

« Ot: More than 80 % of the fixations were on the target text
 RI: Every word or phrase is processed only once.

+ Rs: The participant works on a part of the text, moves on but jumps back
later to readjust the parts she already worked on.
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Figure 7: Annotation of OST units

With five sub-classes the annotation schema is less complex than the CU activ-
ity units - and much coarser grained. The translator activity data of 406 segments
has been manually annotated into 985 segments, which is on average slightly
more than two OST units per segment.

In an attempt to automatically detect OST units, Laubli & Germann (2016)
segment the process data into fragments of 3 seconds, and assemble all pro-
cess events (keystrokes, mouse clicks, ST fixations and TT fixations) for each
segment in a vector of observations. Similar to the method used by Martinez-
Gomez, Aizawa, et al. (2014), the observation vectors are then classified with a
k-means clustering method and a Hidden Markov model (HMM) is trained on the
sequences of cluster labels and observation vectors. The assumption is that the
cluster labels represent the underlying states of the OST annotation (orientation,
revision, and, as an additional state, also pausing) where each state produces ran-
domly an observation. The transition probabilities in the HMM and observation
probability densities are then trained based on the available data. The aim of
the model is to yield the most probable label for each observation, taking into
account (i) the feature values (dimensions) of the current observation and (ii) the
label assigned to the preceding observations. In a final step the cluster labels are
mapped on the three OST labels: orientation, revision and pause. The authors
show that the system reaches as high an accuracy to predict the times spent on
orientation, revision and pause as some of the human annotators.
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3.5 Conclusion

This section summarizes different methods of segmenting the UAD into succes-
sive chunks. Depending on the available logging data, most of the segmentation
methods make use of cues in the data, such as text production pauses and/or the
location of the gaze data on the source or target text to define segment bound-
aries. An exception is the segmentation method by Laubli & Germann (2016) who
segment the UAD into chunks of 3 seconds duration. With the exception of OST
units described in §3.4, all segmentation methods work fully automatically.

The reported investigations show that some segment properties are typical for
different translator profiles and degrees of translator expertise. They are are also
indicative of various translation problems.

The research discussed in this section can be characterized as instances of prob-
abilistic translation modelling as discussed in §2.1 and equation 4.5 on page 76.
Models are sought which predict behavioral patterns based of a number of dif-
ferent predictor variables. Linguistic features of the source text are investigated
with respect to their effect on production times and revision behavior, patterns
of reading and writing are related to cognitive models of the translator, such as
translation expertise, and different translation techniques, machine translation
and from-scratch translation are assessed in relation to translation effort.

Pause analysis is perhaps the most common approach for the analysis of behav-
ioral patterns. In pause analysis it is assumed that longer pauses between succes-
sive keystrokes signal higher cognitive effort. O’Brien (2006) analyses keystroke
pauses in post-editing and suggests that analyzing pauses is a useful indicator of
cognitive effort in post-editing. Immonen (2006) finds that in translation, pause
length is higher at word and clause boundaries. Lacruz et al. (2012) introduce
average pause ratio as a metric to establish a relationship between pauses and
cognitive effort in post-editing.

However, to obtain a more complete picture of the translation process, we
ought to investigate the translators’ “black box” in more detail. In the next section
we will therefore investigate properties of the translators’ hidden states, which,
according to the Noisy Channel Model in §2.4 emit behavioral patterns.

4 Hidden translation states

It is unclear how many hidden translation states can or should be distinguished
that participate in the translation process. However, a distinction can be made
between states which are triggered through early priming mechanisms and other
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more time-consuming and late(r) states which involve more cognitively demand-
ing problem solving strategies. The TP model suggested in Figure 5 distinguishes
these states into “early” and “late” states.

Priming is an unconscious mechanism that is based on the implicit memory of
a first (source) stimulus which carries over to a subsequent, target stimulus and
which has an impact of the execution of a following task. It has been shown that
bilinguals, and therefore also human translators, use implicit memories during
language production. Priming effects exist between stimuli in different modali-
ties, such as visual and verbal. They are, however, stronger if source and target
stimuli are in the same modality, e.g. within written language. Priming effects
can be observed in translation and in post-editing of machine translation output
(PEMT), but — as we will show — the effects are more noticeable in PEMT, pre-
sumably due to the fact that priming effects are generally stronger within one
language (i.e. the MT output and final translation) than between two languages
(Pickering & Ferreira 2008).

The degree of similarity between source and target items has an effect on the
strength of the priming effect — the greater the similarity, the stronger the prim-
ing effect. Priming facilitates and simplifies translation. Priming effects exist for
the choice of words as well as for word order. Hvelplund Jensen (2009) and Ruiz
et al. (2008) report shorter ST reading times in translation if the word order in
the ST is identical with the word order in the TT. Schaeffer, Dragsted, et al. (2016)
report longer reading times for words with more possible choices than for words
with fewer choices. This result is in accordance with Campbell’s Choice Network
Analysis (Campbell 2000): The more choices translators have in the selection of
a translation, and the more complex the decisions are that they have to make, the
more difficult the translation will be. Simpler translational decisions often lead
to identical results while more variation in the traslation often implies difficult
more difficult decisions.

As shown in Figures 3 and 4, translation process data encodes traces of early,
automatized and later translation behavior. Automatised processes occur quickly
and leave their traces early on, while later, more time-consuming processes are
likely to involve more conscious problem solving activities.

A noisy channel model of translation as depicted in Figure 5 takes into account
various kinds of hidden processes which ought to explain and generate the traces
in the observed UAD. This section summarizes a few constraints of the hidden
states, related to the observable output of early and later processes.

A large amount of research exists that investigates conscious processes in
translation (e.g. Jadskeldinen & Tirkkonen-Condit 1991; Lorscher 2005). Accord-
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ing to Gutt (1989), the translator’s task is to recode the source text into a target
language text in such a way that interpretive resemblance in regard to explica-
tures and implicatures of both texts is achieved. In order to examine interpretive
resemblance, translators consciously apply meta-cognitive monitoring processes.
Gutt’s theory builds on relevance theory (RT, Sperber & Wilson 1995), which
posits that linguistic forms encode semantic representations that are recovered
using unconscious, automatic decoding processes. As a pragmatic theory of com-
munication, RT seeks to explain the inference procedures that build on the auto-
matic encode-decode mechanism and on which successful communication relies.
The distinction between the process of encoding-decoding messages and the pro-
cess of making inferences from evidence coincides for Blakemore (2002) with the
distinction between semantics and pragmatics: linguistic semantics provides log-
ical forms which are taken as input by pragmatic inferences constrained by the
principle of relevance.

This section aims at giving empirical evidence for the existence of early and
late translation processes. In §4.1 we describe the experimental material that
much of the successive sections rely on. In §4.2, we investigate linguistic pa-
rameters that have an effect on the word production duration. Production dura-
tion is a possible indicator of translation difficulty and the amount of priming
and more time-consuming translation strategies that went into the production
of a translation. We show that, among other parameters, the number of possi-
ble translations for a word is a strong indicator of translation difficulty, which
has an impact on early as well as late translation processes. In §4.3 we have a
closer look at syntactic properties of lexical variation in the translation product in
from-scratch translation and in post-editing. Finally in §4.4 we discuss revision
behavior, which accounts probably for the latest of the translation processes.

4.1 Experimental Material, Measures and Metrics

Table 4 gives an overview of the size and number of texts. A total of 336 target
texts (TTs) with a total of 48.295 target language tokens (TT Tok) were produced
from six different English source texts (ST) into four target languages, Danish
(da), German (de), Spanish (es) and English (en). The English TTs resulted from
a copying task (C), English to English, whereas the other texts were either post-
edited (P) or translated (T). The translations were produced by 95 translators over
a period of 38 hours (FDur). The column KDur shows the accumulated keying
time, excluding production pauses of more than one second. Note that the ra-
tio of keying time (KDur) vs. total production time (FDur) is much smaller for
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Table 4: Annotated data for the syntactical entropy study

Study Sessions TL Task Texts Part FDur KDur TT Tok
TDA 48 en C 1-6 15 6.1 5.8 6792
KTH]J08 69 da T 1-3 24 6.4 55 10571
SG12 45 de P 1-6 23 5.6 1.9 6352
SG12 47 de T 1-6 24 9.4 4.6 6632
BML12 64 e P 1-6 32 2.3 0.9 9012
BML12 63 es T 1-6 32 8.2 5.8 8936
total 336 4 3 6 150 38 245 48295

post-editing than for from-scratch translation, and even less in the copying task.
Danish translations were only produced for three texts (1-3). The column Part in-
dicates the number of different participants involved in each translation study.
From the logs of these sessions, a number of features were extracted, (cf. Carl
et al. 2016), among others:

+ LenS: length of the English source text word in characters

+ LenT: length of the translation in characters

« STseg: (sequential) number of the source text segment

« Prob1: frequency of the English source text word (according to BNC)

« PoS: English source texts were part of speech (PoS) tagged. Table 5 gives

an overview of the used tagset.

« Dur: translation duration is the amount of time needed to produce the

translation of a word.

« HTra: word translation entropy

« Cross: distance between the English source text word and its translation
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In order to assess the literality of a translation, Carl et al. (2016); Carl & Schaef-
fer (2016) introduce a literality metric which measures the similarity of a source
text (ST) and its translation, the target text (TT), along the following three crite-
ria:

o ST and TT segments have the identical word order
o ST and TT words are one-to-one translation equivalences

« ST words have one (preferred) translation in the context

Literality criterion (2) is met if each word in the ST corresponds to exactly one
TT word and vice versa, while criterion (1) is realized if the translation equiv-
alents occur in the same order in the ST and in the TT. These two criteria are
represented by an integer value, referred to as Cross and relate to the amount
of crossing word alignments (inter-lingual alignment distortion). A one-to-one
correspondences results in a Cross value of 1, and this value grows (negatively
or positively) with the distance between the aligned words. Approximately 40%
of all words in the TPR-DB (English STs) have a Cross value greater or smaller
than 1 (Schaeffer, Dragsted, et al. 2016: 190).

In order to assess literality criterion (3) we use a corpus of word-aligned, alter-
native translations and measure the entropy of the translation realizations. This
measure is referred to as word translation entropy HTra. Approximately 90% of
all words in the TPR-DB (English STs) have more than one translation alternative,
and thus a value HTra > 0 (Schaeffer, Dragsted, et al. 2016: 190).

4.2 Production duration in translation and post-editing

The reduction of translation duration (the increase of productivity) is a driving
force for much of the technological development of machine translation (MT)
and for post-editing of machine translation (PEMT). While it has been shown in
several places that PEMT is often quicker than from-scratch translation (Plitt &
Masselot 2010; O’Brien et al. 2014), it has not often been investigated what the
possible determining factors, and what the impact for on the translation product
are.

To test which properties of the text might have an impact on the translation
duration, we analysed six English texts from studies BML12 and SG12, (see Ta-
ble 4). We extracted 15,313 ST and 15,568 TT words that were translated into
Spanish and German by 32 and 24 translators respectively and they were also
post-edited into Spanish and German by 32 and 23 translators, respectively. The
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data was analyzed using R (R Development Core Team, 2014) and the lme4 (Bates
etal. 2014) and languageR (Baayen 2013) packages to perform linear mixed-effects
models (LMEMs). To test for significance, the R package ImerTest (Kuznetsova,
Christensen, & Brockhoff, 2014) was used, which implements ANOVA for mixed-
effects models using the Satterthwaite approximation to estimate degrees of free-
dom. The final model included participant, ST token, text and target language as
random variables. The predictor variables were ST token frequency (ProbI), word
length of the ST token in characters (LenS), Cross and HTra, in addition to task, i.e.
post-editing and translation, as an interaction with both Cross and HTra. The de-
pendent variable, production time per word (Dur) was log transformed, because
it was not normally distributed. Data points which were more than 2.5 standard
deviations below or above a participant’s mean were excluded (3%). All effects
were highly significant (all ¢ > 3 and all p < .001).

The translation duration Dur indicates the production time for a translation.
It is also an indicator of earlier and later processes: the more time is needed
to produce a translation, the more likely will the translator be involved meta-
cognitive reasoning. As shown in Figure 8 the production duration dependes on
a number of additional factors.

Figure 8 shows the effect of Cross and word translation entropy (HTra) on
word production time Dur. The Figure shows that post-editing is much quicker
for words which have small Cross and HTra values. Post-editing may take as
long as from-scratch translation if the MT output is modified (i.e. many different
variants are produced) and/or for large Cross values.

It is possible that MT systems produde more acceptable translations for seg-
ments in which the word order is similar (i.e. Cross values are low) than for
segments in which a large amount of syntactic reordering is required. In turn
post-editors would need to produce less modifications for translations with low
Cross values which would explain why post-editors take less time to produce
these words as compared with words which have a very different position in the
TT, in relation to the ST.

4.3 Variation in translation and post-editing

The amount of different translations that are possible for a word (HTra) has a
strong effect on production time. In this section we investigate this phenomenon
in more detail. Post-editors seem to be less creative than translators; often, they
do not modify the MT output which leads to fewer variants in the translation
product than during from-scratch translation.
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Culo et al. (2014), for instance, describe a study in which 12 professional trans-
lators and 12 translation students translate or post-edit six texts from English
(L2) to German (L1). Culo et al. (2014) discuss the following MT output in detail:

EN : In a gesture sure to rattle the Chinese Government

DE : In einer Geste, die die chinesische Regierung wachriittelt

The German translation “In einer Geste” is understandable but not idiomatic.
It is a literal one-to-one translation — according to criteria 1 and 2 above — which
was generated by an MT system but which was rarely changed by the post-
editors. However, a great variation of different idiomatic versions was found in
human translations of the same text segment. Human from-scratch translations
for the above example include: “Als Geste”, “Es ist eine Geste”, “Mit der Absicht”,
“Als Zeichen des Widerstandes” and “Mit einer Aktion”. The eight translators
who translated this text produced seven different versions, while seven post-
editors only came up with three different versions. The example clearly shows
that translators are more creative, resulting in more diverse translation solutions
and thus high HTra values, while post-editors are more heavily primed by and
biased towards the solutions generated by the MT system which results in low
HTra values but also faster production times. Note also that the translation In a
gesture < In einer Geste can be aligned word-by-word, which is not the case for
most of the from-scratch translations.

Tightly connected to the phenomenon of interference is the amount of vari-
ation in translation solutions. Figure 9 shows word translation perplexity from
English to German and English to Spanish for different word classes (PoS tags,
see Table 5, below). The texts were extracted from the SG12 and BML12 stud-
ies (see Table 4) and contain approximately 800 source text words. The degree
of translation variance can be measured as perplexity: an even distribution of
several realised translations (e.g. all translators generate a different translation)
leads to high perplexity values, while an uneven distribution (i.e. many transla-
tors generate the same translation) does not.

The values for post-editing and original translation are indicated. Some PoS
tags, such as e.g. JJS (superlative e.g. “largest”, “least”), NNP (proper names), CC
(conjunctions) only produce a very small number of translation alternatives (low
degree of perplexity). Other PoS tags, such as e.g. RP (particles), VBN (partici-
ples) exhibit more variation in the target text. In any case, the degree of word
translation perplexity in post-editing is always lower than in translation from
scratch. As pointed out in §4.3, this is presumably due to the fact that MT output
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is often accepted without changes and all post-editors therefore often accept the
same word translations.

Some PoS tags in the Spanish translation exhibit more variation than the Ger-
man translation. For example, there is less variation in the translation of superla-
tives (JJS) in German while there is a relatively large amount of variation in the
Spanish translation. Other word classes (e.g. conjunctions) seem to be translated
in the same way by most translators and post-editors. The difference between
post-edited texts and translations from scratch, however, are more pronounced
for Spanish than for German. This suggests that Spanish post-editors accept MT
output more frequently than German post-editors.

4.4 Translation revision

According to Gutt (1991) the aim of a translation is to achieve appropriate con-
textual effects in the target language without unnecessary effort for the reader
of the target text, so that the translation corresponds to the original source text
in terms of relevant aspects. In order to achieve this goal, translators consciously
keep track of the possible associations between stimulus, context and interpre-
tation, so that the resulting translations obey to the principle of cognitive and
communicative relevance (Sperber & Wilson 1995: 260).

Translation revision is in many cases a compulsory activity to generate intel-
ligible and optimal relevant translations. A distinction is made between other-
revision and self-revision. Other revision is carried out by someone other than
the translator, while self-revision (or checking) is done by the translator him- or
herself. Self-revision of a translation is an integral part in the translators’ transla-
tion process. Jakobsen (2003) distinguishes between online revision, i.e. revision
during the translation drafting process, and ’end revision’, which occurs after
the completion of the first draft without delay. According to Mossop (2007: 109),
revision may be defined as “that function of professional translators in which
they identify features of the draft translation that fall short of what is acceptable
and make appropriate corrections and improvements”. Revisions may be due
to problems in transfer, content, language and presentation (Mossop 2007) and
may take place in translators’ minds during the decision-making process (‘inter-
nal revision’) or appear on paper or the computer screen when actual changes
are being made (‘external revision’, Kiinzli 2007).

Relevance Theory considers words and phrases to encode procedural compo-
nents that contain instructions which control procedures that limit calculations
of conceptual representations. This distinction is known as conceptual and pro-
cedural encoding. Procedural encoding thus guides the conceptual computations
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and leads to processes of comprehension so that the reader may work with a con-
ceptual representation (Blakemore 2002). In accordance with these observations,
Sperber & Wilson (1993: 16) note that “conceptual representations can be brought
to consciousness; procedures cannot. We have direct access neither to grammat-
ical computations nor to the inferential computations used in comprehension”

However, according to Alves (2003), translators consciously learn how to ma-
nipulate conceptually and procedurally encoded information. They suspect that
conceptually encoded information is easier to translate than procedurally en-
coded information as conceptual encoding exhibits a “relatively stronger inter-
pretive resemblance between source and target texts” (p 20). Sekino (2012) re-
ports findings based on translation data for Japanese into Portuguese. Their re-
sults corroborate Alves (2003), showing that processing effort is greater when
dealing with procedural encodings in both from-scratch translations and in post-
editing tasks in terms of keystrokes, fixation counts and fixation duration.

In order to assess these findings with our data, we investigate ST reading pat-
terns and TT revision patterns on a set of UAD which included that shown in
Table 4. The duration of the fixations — and also of the first fixation - signals the
cognitive effort for processing a word. Fixations tend to be longer on words that
require effortful processing as, for instance less frequent words, words contain-
ing spelling errors, ambiguous words, words which are inappropriate in a given
context, etc. McConkie & Yang (e.g. 2003: 413).

We adopt Alves & Couto-Vale (2011) notion of micro units to quantify the
amount of self-revision. A micro unit (Munit) is a typing burst which contributes
to the translation of an ST token and which does not contain inter-keystroke
pauses of more than 1 second. An Munit — in the way we use it here — indi-
cates how the translation of a source word was modified. The number of Munits
that the translation of a word is involved in is thus an indicator for its transla-
tion effort, since each revolving modification is an indicator for restructuring or
reconsidering the translation a larger context.

We PoS-tagged the English source texts® and investigated their translations
into Danish, German, Spanish, Estonian, Chinese, and Hindi (i.e. the studies
ACS08, BD08, BD13, BML12, HLR13, KTHJ08,MS12, NJ12 and SG12 (cf. Carl et al.
2016)) with the hypothesis that:

1. procedurally encoded words in the English source texts would require rel-
atively more reading time

8we used the Penn treebank PoS tagset https://www.ling.upenn.edu/courses/Fall_2003/ling001/

penn_treebank_pos.html
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2. their translations into the target languages would require more revision
time than conceptually encoded words

To this end, we classified the English PoS tags into 2 bins, labeled conceptually
encoding and procedural encodings, according to the list shown in Table 5. We
assume that the word classes in the two bins are more likely to encode their
respective labels than the other one. We then investigated the distribution of
effort according to the two hypothesis for these two classes.

Table 5: Penn treebank PoS tags for English source texts

Conceptual encoding

Procedural encoding

NNP

VBP
NNS
CD
NN

VBD
VBN
VBG

JJ
VB

IS

VBZ

JJR
RBR
RBS

Proper noun

verb, present, not 3rd p. sing.
noun, common, plural
numeral, cardinal

noun, common, singular or
mass

verb, past tense

verb, past participle

verb, present participle or
gerund

adjective or numeral, ordinal
verb, base form

adjective, superlative

adverb

verb, present tense, 3rd p.

sing.

adjective, comparative
adverb, comparative
adverb, superlative

IN

DT
PRP$
PRP
MD

TO
CC
RP

WP
POS
WDT
WRB

preposition or conjunction,
subordinating

determiner

pronoun, possessive
pronoun, personal

modal auxiliary

to
conjunction, coordinating
particle

WH-pronoun
genitive marker
WH-determiner
Wh-adverb

The data for the dependent variable total reading time of the ST token (T7tS)
was analyzed in the same way as the data for the dependent variable Dur de-
scribed in §4.3. The dependent variable TrtS was log transformed because it was
not normally distributed. Data points which were 2.5 standard deviations below
or above a participant’s mean were excluded (< 3%).
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The final LMEMs had the following random variables: item, participant, text
and study. The predictors were Probl (ST frequency), LenS (word length in char-
acters), STseg (sequential position of sentences in the ST), Encoding (see Table 5),
HTra and Cross. These latter two variables implement the literality metric intro-
duced above:

« HTra indicates to what extent there is a clearly preferred translation (cri-
terion 3).

« Cross indicates to what extent the source and the target texts follow the
same relative word order (criterion 1) and whether there is word-to-word
or a phrase-to-phrase correspondence between the ST and the TT words
(criterion 2).

Table 6 and Figure 10 show that translators are likely to spend more time read-
ing conceptually encoded source text words than procedurally encoded ones. The
Table shows

« Estimate: the estimated effect of the predictor variable on the dependent
variable given the effect of the other predictors and the random effects.

« Std. Error: the error of the estimated effect

« tvalue and Pr(>[t|): the significance of the estimation. These are also given
as stars (*) in the last column of the Table (three *** designate significance
below the 0.001 level, two ** designate significance below the 0.01 level and
one * designates significance below the 0.05 level)

Table 6: Effects of Probl, LenS, STseg, HTra, Cross and kind of encoding
on on total reading times of source text words.

Estimate  Std. Error ¢ value Pr(>|t|)

Intercept  5.94 1.89x 1071 31.387  4.77 x 10711 ***
Probl —8.51X1072 1.01 X1072 —8.464 <2.00x10716 ***
LenS 978 1072 4.14 x 1073 23.627 <2.00x 10716 ***
STseg -1.29x107% 3.79x107% —3.401  0.000681  ***
HTra 435%x107% 7.87x107®  5.525 3.55x 1078 ***
abs(Cross) 8.99x107® 2.13 x10™® 4.231  2.33x107° ***
Enc. Proc. —7.53x107% 2.39x107% —3.148 0.00166 *
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Word frequency, word length, word translation entropy and relative transla-
tion distortion (i.e. Cross) have all a highly significant positive effect on total
reading time of ST words. These findings are not surprising and have been re-
ported elsewhere (e.g. Schaeffer & Carl 2014). Also, the facilitation effect for later
(higher number) segments in the source text is well known (Schaeffer, Dragsted,
et al. 2016).

The picture is different as it comes to translation revision. Table 7 and Figure 11
show that translators revise translations of procedurally encoded words more
often than translations of conceptually encoded words. The dependent variable
(Munit) indicates how often a translator revises a translation.

The analysis for the dependant variable Munit was carried out in the same way
as previous analyses, but it was not log transformed. Data points which were 2.5
standard deviation below or above a participant’s mean were excluded (< 4%).
The model included the same random variables and predictors as previous analy-
ses, with the difference that the length (in characters) of the TT word was chosen,
given that this might have a more direct effect on revision than the length of the
ST word. Similar to the total reading time on the ST in Figure 10, the length of the
translated word, the word translation entropy and relative translation distortion
(i.e. Cross) have all a highly significant positive effect on the number of revisions
(Munit). This is in line with the findings that are discussed in the context of Fig-
ure 8 which show a strong effect of observed translation variants on production
time.

The results of this study suggest that there is an asymmetry in the perception
and in the production of conceptually and procedurally encoded information in
translation. While the perception of procedurally encoded information seems
to be less effortful than that of conceptually encoded information, our findings
indicate the reverse relation for translation production. Taking the number of re-
visions as an indicator for the effort in translation production, our dataset shows
that the generation of translations for procedurally encoded information is more
difficult than that of that of conceptually heavy words.

5 Conclusion

Translation is an extremely challenging task that requires a translator to pos-
sess unique skills. Aside from bridging linguistic divergences between both lan-
guages, such as e.g. syntactic shifts and lexical decisions, translators must also
align the author’s intention with the readers’ expectations while simultaneously
ensuring socio-cultural interpretations of the original text in the translation. The
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Table 7: Effects of LenT, STseg, HTra and Cross on translation revision

Estimate Std. Error ¢ value Pr(>|t])
Intercept  1.09 4.23 %1072 25.747 1.66 x 10713 ***
LenT 1.35x107% 8.19 X10™* 16.517 <2.00Xx 107" ***
STseg —9.23x 1073 2.12 X1073 —4.343 1.48 x 107> ***
HTra 479 1072 4.61 x1073 10.39  <2.00x 10716 ***
abs(Cross) 1.62x107% 1.84x10™> 8.816 <2.00x10716 ***
Enc. Proc. 4.93x1072 9.78x10™® 5.043  4.87x1077 ***
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foundation of this activity seems to be based on unconscious memory processes:
the implicit memory of source text segments primes the translator to produce
a translation which is structurally and lexically similar to the target text. Sub-
liminal priming mechanisms are the basis from which translations emerge. The
first fixation is a very early behavioral measure and the word translation entropy
(HTra) and relative translation distortion (Cross) have an effect on its duration
such that words with small HTra and/or Cross values are easier to process than
words with high HTra and Cross values.

On top of the early priming processes, translators develop a number of more
consciously accessible translation strategies providing criteria to decide whether
the generated translations conform to his or her expectations. This meta-linguis-
tic knowledge is instrumental for problem-solving during the translation process.
The deployment of meta-linguistic knowledge, for instance about grammatical
structures or lexical translation equivalence, can be consciously directed and ma-
nipulated. For instance, repeated re-reading of a word or phrase is evidence of
conscious processes. However, these processes are difficult to disentangle based
on typical fixation measures such as total reading times. Each fixation on a word
adds to its total reading times bt it is difficult to know which meta-linguistic
strategies and problem-solving activities have been used.

Some independent variables, such as word translation entropy (HTra) and rela-
tive translation distortion (Cross) have an effect on both early and late processes,
which seem to suggest that early automatized processes trigger certain later con-
scious ones (Schaeffer & Carl 2013). The results presented by Schaeffer, Dragsted,
etal. (2016) suggest that target language-specific aspects play a role right from the
beginning in the translation when reading a source text word for the first time.
Words with fewer alternative translations and which do not require re-ordering
in the target language require less effort than words with a higher number of
alternative translations and which must be syntactically re-ordered — and this
effect can be observed in early and in late measures.

The lack of appropriate late (eye movement) measures makes it difficult to
assess in detail which translation strategies were deployed: a total reading time
of 8 seconds, for instance, is just a conglomerate of fixation durations, but it does
not tell us which translation processes were used during these 8 seconds.

The analysis of behavioral pattens is much better suited to assess translation
strategies. Think Aloud Protocols (Krings 1986; Lorscher 1991; Jaaskeldinen &
Tirkkonen-Condit 1991) provide evidences for the existence of different transla-
tion strategies. However, the analysis of TAP data is very labor intensive and it is
unclear how the identified translation strategies relate to the UAD. Alternatively,
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behavioral patterns can be segmented and identified in the UAD to investigate
translation strategies. Schaeffer, Carl, et al. (2016), for instance, show that transla-
tion processes are much less sequential, (sentence-by-sentence, chunk-by-chunk)
and much less stratificational than predicted by earlier translation models.

To date, empirical translation process research has mainly focused on the tex-
tual product-based angle and there are some insights as to which linguistic con-
structions are more or less difficult to translate. However, besides some work into
keystroke pause analysis (Immonen 2006; Lacruz et al. 2012), very little work is
available that investigates in detail the temporal structure of the translation pro-
cess and that systematically relates translation strategies to observable behav-
ioral patterns.

In this chapter we develop a computational noisy channel model of the transla-
tion process, which can take into account a (possibly large) number of probabilis-
tic functions that contribute to and explain the translation process. Prerequisites
for the modelling of the process are measures and metrics that quantify different
aspects of the observed data and that describe the various different early and late
hidden translation processes in a translator’s mind.

While translation process research investigates the underlying factors that
lead to successive intermediate versions of a text that is to become a translation,
corpus-based translation studies, including translation universal research, inves-
tigates regularities in different (final) translations, however, usually without ac-
cess to the directly observable translation behavior. There are thus a number of
similarities in translation product and translation process research, as both inves-
tigate the regularities in different (versions of) translations and the underlying
mechanisms which may explain the observed regularities.

With the elaboration of a noisy translation process model, we hope to achieve
“a scientifically sounder methodology of data collection, analysis and report”
which will help in “the development of a relatively uncontroversial classification
of process indicators” (Bernardini 2001: 260).
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The current chapter reviews studies which investigate the behavioural differences
during reading and writing for translation and other non-translational language
use. This chapter further argues that eye movement measures imported from Psy-
chology are not well suited to describe the unique co-occurrence of reading and
writing during written translation. In order to address these shortcomings, one ex-
isting measure (the Eye-Key Span, Dragsted & Hansen 2008; Dragsted 2010), which
describes how reading and writing activities are coordinated, is further tested by
replicating existing findings with more language combinations and participants.
A second, novel measure (the probability that source text reading and target text
writing overlap in time) is used in conjunction with the Eye-Key Span to test pre-
dictions from an existing model of the translation process (Schaeffer & Carl 2013a).
Finally, one new feature (HCross) is introduced with which an existing model of
bilingual memory (Hartsuiker et al. 2004) is extended.

1 Translation and non-translational language processing

There is a long tradition of studying the differences between original texts writ-
ten in one language and texts translated from a different language — in terms
of the product of translation, i.e., in corpora of the final (published) texts (e.g.
Hansen-Schirra et al. 2012). Corpus-based translation studies have the great ad-
vantage that the data which led to the formulation of theoretical insights is eco-
logically valid to a high degree: the texts used in corpora such as the CroCo
corpus (Hansen-Schirra et al. 2012) are published texts and have therefore been
produced in situations which are real and natural. Experimental studies, on the
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other hand, often manipulate source texts (henceforth ST) and the STs are nor-
mally far shorter than those in real life situations (ranging from single words,
to single sentences and short texts of approximately 150 words). In addition to
the unnatural characteristics of the STs, participants are often not allowed to use
reference material such as dictionaries or glossaries and typically do not have ac-
cess to the internet. Further increasing the unnatural conditions of experimental
studies is the fact that participants translate knowing that their reaction times
or keystrokes and/or eye movements are recorded and the simple presence of
a researcher may further impinge on the process of translation. However, the
shortcoming of corpus-based translation studies is that it is difficult to attribute
observed effects to particular aspects of the translation process, given that the
source of information is typically the frequency of a particular item in the final
product. The factors which led to the observed result of the process remain hid-
den in the dialogue between ST reading and target text (henceforth TT) reading
and writing and interaction with other information sources.

The current study therefore aims to provide insights into the cognitive pro-
cesses which occur during translation by first reviewing existing studies which
compare translational and non-translational language use and by comparing the
effect of two tasks (monolingual copying and translation) on two behavioural
measures. One of these behavioural measures was first proposed by Dragsted
& Hansen (2008) and Dragsted (2010), and the second behavioural measure is
novel. The two measures take into account both eye movements on the source
text and typing activity. The eye-key span (Dragsted & Hansen 2008; Dragsted
2010) describes the temporal distance between a first reading of a particular word
and the first keystroke which contributed to the translation of that particular ST
word. It can be seen as a relatively late indicator: Many intervening processes
between a first reading and the first keystroke can and typically do occur during
translation, while fewer occur during monolingual copying. The second measure
is the probability that ST reading and TT typing occur (at least partially) at the
same time. It is an indicator of cognitive effort: the less likely the co-occurrence
of these two processes, the more effortful the process. The more likely it is that
reading and writing overlap in time, the less effortful is the process as a whole at
that time. These two measures take into account one aspect of the nature of the
translation process which it shares with few other tasks, apart from monolingual
copying: the direct relationship between read input and written output.

Jakobsen argued that with the introduction of eye tracking and keylogging
into translation process research the hope was that

...eye data would provide evidence pertaining identifiably to source-text
reading so that source-text comprehension processes could be studied sep-
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arately from text-production processes and could be compared with other
reading processes that were not part of a translation process. (Jakobsen 2011:
41)

Very few studies have systematically compared the cognitive processes during
non-translational language use with those that occur during translation. The
current chapter will review the studies which have done so and will provide new
evidence which addresses shortcomings in existing studies.

2 Reaction times and eye movements during translation

2.1 Reaction times per clause

Shreve et al. (1993) compared reading times in three tasks and groups: reading
for later translation by translation students, reading for later monolingual para-
phrasing by students of English and reading for comprehension by students in
psychology. Reading times were measured per clause (including re-reading) and
normalised by the number of words in each clause. Results from principal com-
ponent analysis of the reading times showed that, at least on the basis of these
behavioural measures, none of the four factors of the principal component anal-
ysis distinguished reading for translation clearly from the other two tasks. How-
ever, reading for translation was overall more similar to reading for monolingual
paraphrasing than to reading for comprehension. The authors further point out
that there was more variation in how translators read for translation while the
other two groups of participants approached their tasks more homogeneously.
The paraphrasing and translation groups were also asked to indicate post-task
the nature and number of problems in the clauses they identified in their read-
ing. The expectation was that the number of problems identified post-task would
correlate with reading times. This was not the case. Although the authors do not
interpret their findings in this way, it is entirely possible to argue that post-task
identification of problems might not accurately reflect the processes which oc-
curred during reading, given that they are produced off-line. One other reason
might be the fact that reading times per clause might not accurately reflect actual
reading times, which might show the expected effect locally rather than globally.

2.2 Reaction times per word

In a series of studies, Bajo and colleagues (Macizo & Bajo 2004; 2006; Ruiz et
al. 2008) employed more sensitive behavioural measures, i.e., reaction times per
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word using the self-paced reading paradigm. In all three studies, a similar ex-
perimental design was used: masked self-paced reading is the sequential presen-
tation of single words which is controlled via button press by the participant,
so that subsequent button presses are used to measure reaction times per word.
The interval between two successive button presses is taken as an indication of
the time needed to process the currently displayed word. These studies there-
fore address the concerns raised in relation to the study by Shreve et al. (1993).
Bajo and colleagues (Macizo & Bajo 2004; 2006; Ruiz et al. 2008) refer to the
model proposed by Seleskovitch (1976) who argued that translation is normally
carried out sequentially in that the first step is source text comprehension and
only when this is complete and only once the source material is “deverbalised”
can reformulation in the target language begin. Opposed to this sequential view
is the assumption that representations specific to the target language (TL) are
activated at the same time as source language (SL) representations are activated
(horizontally and in parallel). The vertical model by Seleskovitch (1976) is essen-
tially what in machine translation would be called an interlingual model. It is
the highest level in the Vauquois triangle (Vauquois 1968) (see Figure 1), where
transfer occurs at a language-independent interlingual representation, common
to all languages.

Interlingua

Semantic transfer ———| Semantic structure

f |

Semantic analysis Semantic generation

| !

Syntactic structure

Semantic structure

Syntactic transfer ————| Syntactic structure

f |

Syntactic analysis Syntactic generation

| !

Direct translation ———| Target Text

Source Text

Figure 1: The Vauquois triangle of translation based on Vauquois (1968)

The studies by Bajo and colleagues were designed to test the Seleskovitch
model. Participants in all three studies carried out two tasks: reading for com-
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prehension and reading for translation. Participants were not overtly producing
the translation while reading — they were asked to orally produce the transla-
tion after having read the sentence (for translation). The expectation in all three
studies was that the manipulation of the stimuli would elicit an effect only in the
reading for translation condition, because of a) increased working memory load
due to the added effort related to online translation and b) because the assump-
tion was that during reading for comprehension the TL would not be activated
and TL-specific manipulations would not have an effect on source text (ST) read-
ing. In the 2004 study, Macizo and Bajo manipulated both working memory load
and the availability of pragmatic cues. The stimuli consisted of object relative
sentences such as “The judge that the reporter interviewed dismissed the charge
at the end of the hearing” The authors argued that working memory load would
be particularly high for the verbs of the main clause and the relative clauses, be-
cause in object relative clauses, the thematic roles of the first two constituents
(judge and reporter in the example) can only be assigned retrospectively once the
subordinate verb (interviewed) is read. Pragmatic cues consisted of verbs which
were either more or less predictable based on the previous context. It is, for ex-
ample, more predictable that a reporter interviews than that a reporter admires
or it is more predictable that a judge dismisses a charge than that he drives a car.

In addition to testing the sequential versus parallel view of translation, Macizo
& Bajo (2004) tested the predictions of the Revised Hierarchical Model (RHM) of
bilingual memory (Kroll & Stewart 1994) which predicts that backward transla-
tion (BT, from L2 into L1) is faster than forward translation (FT, from L1 into L2),
because L2 lexical representations have stronger connections to their L1 equiva-
lents than to shared conceptual representations. Translation from L2 into L1 is
therefore predicted to use the faster lexical routes and translation from L1 into L2
is mediated by the less direct conceptual connections. However, during transla-
tion, both routes are always activated — one is simply faster than the other. The
predictions based on the sequential/parallel model and the RHM are therefore
that an effect appears only in the reading for translation condition and that FT,
because it is more conceptually mediated than BT, is especially susceptible to the
manipulation of pragmatic cues. These results are clearly borne out by the evi-
dence: Reaction times were significantly slower during reading for translation,
particularly during FT and particularly for the constructions which require retro-
spective assignment of thematic roles and therefore high working memory load,
supporting the parallel activation of SL and TL representations during reading
for translation. In addition, more predictable verbs were read significantly faster
than less predictable verbs in FT, but not in BT, supporting the predictions of the
RHM.
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Further support for the co-activation of SL and TL representations during read-
ing for translation was provided by the two subsequent studies (Macizo & Bajo
2006; Ruiz et al. 2008). In both studies, participants also read single sentences for
comprehension and for translation in a self-paced reading paradigm. In the 2006
study, the stimuli for experiments 1a and b consisted of interlingual homographs
which created an ambiguity only if they were translated: the Spanish word pre-
sente is not ambiguous in Spanish (it can only refer to the present time), but it
is ambiguous when translated into English, given that present can refer both to
a gift and the present time. In experiment la and b, the number of words in-
tervening between the ambiguous homograph and the disambiguating context
was manipulated so that working memory load was a factor in the design. In
experiment 2a and b, cognates were used. The manipulation in experiments la
and b was expected to result in inhibition only when the reading purpose was
translation and particularly when the working memory load was high, but not
when the reading purpose was comprehension alone. The prediction for experi-
ment 2a and b was that the presence of cognates would facilitate. Both of these
predictions were designed to lend further support to the hypothesis that acti-
vation of the TL during ST reading is task-dependent. Again, the predictions
were confirmed in this study. The 2004 study by Macizo and Bajo only employed
professional translators, but the 2006 study by the same authors replicated the
effects found in professional translators with innocent bilinguals who had no pro-
fessional translation experience: interlingual homographs, the working memory
manipulation and cognates resulted in the same pattern of results, suggesting
that the mechanisms underlying the task-dependent co-activation of SL and TL
is not a function of expertise, but co-extensive with bilingualism.

The 2008 study by Ruiz et al., again, employed essentially the same experimen-
tal design as the previous two studies. TL-specific aspects were manipulated here:
the frequency of critical SL items was kept constant while the frequency of their
TL equivalents was either high or low (experiment 1). Experiment 2 manipulated
the congruence of the word order in the ST with that in the TT: In the SL Spanish,
adjectives can either precede the noun they modify or they can be placed after
it while in the TL (English) they can only precede it. Only professional transla-
tors participated in this study and working memory load was not manipulated.
Results were as predicted, in that the manipulations only had a significant effect
on reaction times when the reading purpose was translation, but not when the
reading purpose was comprehension only.

All three studies by Bajo and colleagues support the horizontal model of trans-
lation. All three studies show that co-activation of SL and TL is task-dependent.
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In all three studies by Bajo and colleagues, the results are interpreted in terms of
Grosjean’s (1997) language mode continuum, which predicts that, depending on
the context of language use, a bilingual’s two languages are activated to varying
degrees. At one extreme is the monolingual mode, in which mainly one language
is active and at the other extreme is the bilingual mode in which both languages
are active.

2.3 Complete texts and eye movements

Jakobsen & Hvelplund Jensen (2008) investigated essentially the same question
as all the studies presented thus far, but employed an eye tracker. In this study,
there were four tasks: reading for comprehension, reading for translation, read-
ing while speaking a translation and reading while writing a translation. The ex-
pectation was that the task would have an effect on eye movements. The authors
found significantly more fixations on the whole ST in reading for later transla-
tion than reading for comprehension, reading while speaking a translation had
significantly more fixations than reading for translation and reading while typ-
ing a translation had significantly more fixations than reading while speaking a
translation.

Further support for task-dependent co-activation of two linguistic systems
comes from the study by Hvelplund Jensen et al. (2009). The manipulation in this
study is very similar to the one by Ruiz et al. (2008), in that it investigates the
congruence of word order. In the study by Jensen et al., the stimuli consisted of
complete Danish texts which were translated into English. In the critical declar-
ative clauses, embedded in the longer texts, the subject either preceded (SV) or
followed the verb (VS). When translating these clauses into English, participants
had to invert the order of verb and subject for the VS clauses, but not for the SV
clauses. As in the study by Ruiz et al. (2008) the expectation was that it would be
more difficult to process the incongruent clauses than the congruent ones. Re-
sults confirmed this. Jensen et al. employed an eye tracker and so the dependent
variable was total reading time on the phrases. Total reading time is the sum
total of all fixations on the area of interest. During translation, participants (pro-
fessional translators) looked longer at clauses which had an incongruent word
order than at clauses with a congruent word order. The fact that this effect is
task dependent came from a follow-up study (Winther Balling et al. 2014) which
employed the same stimuli as in the previous study, but in this case, the partic-
ipants were either Danish-English bilinguals or English-Danish bilinguals and
they were asked to read for comprehension only. The participants were there-
fore asked to read in their L1 and L2 respectively. The rationale for the follow-up
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study was to make sure that the effect observed in the 2009 study was in fact task-
dependent and not due to the fact that VS clauses are inherently more difficult
to process when reading for comprehension in either L1 or L2. The manipulation
(VS vs. SV) had no effect on total reading time during reading for comprehension
in either L1 or L2.

One question, which is relevant in this context is how early the effect of the co-
activation of the two linguistic systems during translation appears. The study by
Shreve et al. (1993) employed a very late measure (reading latency of a complete
clause), the studies by Bajo and colleagues employed a more sensitive measure
(reaction time per word). The studies by Balling and colleagues ((2009; 2014))
employed total reading time on a phrase. Total reading time, given that it is the
sum total of fixations on a particular region of text, is not informative regarding
the time course of the effect.

2.4 Early and late eye-movement measures

Schaeffer et al. (2017) employed more fine-grained eye movement measures than
previous studies, but otherwise, the design was similar to previous research. Pro-
fessional translators read for comprehension and translated single sentences. The
manipulation consisted of the number of target words which were equivalent to
a single source word. Half of the stimuli contained items which had a one-to-
one equivalence (the likelihood that an ST word was translated using just one
TT word was high) and the other half contained one-to-many equivalences (the
likelihood that an ST word was translated into more than one TT word was high).
Global analyses showed that average fixation durations were 20ms longer dur-
ing reading for translation than during reading for comprehension. Participants
made on average 16 fixations more per sentence during reading for translation
and the number of regressions also doubled, as did total reading time. The signifi-
cant increase in all these eye-movement measures confirms and extends findings
from earlier studies discussed above, i.e., that during reading for translation, co-
activation of the two linguistic systems increases effort from early on (duration
of single fixations) and into later processes (total reading time and regressions).
That co-activation occurs very early during the process is further supported by
the fact that the manipulation had a significant effect on first fixation durations:
when it was likely that an ST word would be translated using more than one
word, participants spent 23ms longer on this word when they were to translate
it afterwards, but not when they only had to read it for comprehension. First
fixation durations describe the time readers spend on a word the first time they
encounter it. The critical items which were likely to be translated using more
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than one TT word necessarily introduced lexical items which, when translated
back into the SL, had no direct equivalents (see examples 1la and 1b below) in
the context in which they appeared. It is therefore likely that, in the context in
which they appeared, the one-to-many items did not share semantic representa-
tions across the two languages to the same degree as did the one-to-one items.
First fixation durations on one-to-one items were not significantly different from
first fixation durations on either kind of item during reading for comprehension.
This pattern of results suggests that if the overlap in terms of lexico-semantic
representations between SL and TL items is high, as in the case of one-to-one
items, then translators are able to exploit the effects of co-activation and (initial)
processing is similar during reading for comprehension and reading for transla-
tion. If, however, the semantic overlap is smaller, as in the case of one-to-many
items, co-activation has an inhibiting effect on reading for translation, but not
on reading for comprehension.

(1) a. ONE-TO-MANY

“The water in the bottle is low...
In the bottle is not any more much water...
In der Flasche ist nicht mehr viel Wasser...

b. ONE-TO-ONE

‘The water in the bottle is bad...
The water in the bottle is bad...
Das Wasser in der Flasche ist schlecht...

Further support for the early activation of TL-specific representations during
ST reading comes from a corpus-based eye movement study (Schaeffer et al. 2016).
This study was designed to test a model proposed by Schaeffer & Carl (2013b).
While the studies by Bajo and colleagues and Balling et al. described above con-
trasted a sequential and parallel model of translation, the model by Schaeffer and
Carl argued that translation is best represented by both early, parallel and late,
sequential processes. Schaeffer and Carl hypothesised that early automatic prim-
ing processes activate semantic and syntactic representations which are shared
by the SL and the TL and later, more conscious, essentially monolingual ver-
tical processes monitor the output from the early processes. Shared syntactic
representations are defined in terms of the shared syntax account (Hartsuiker
et al. 2004) and shared semantic representations are defined in terms of the Dis-
tributed Feature Model (de Groot 1992). In line with these models, Schaeffer and
Carl argue that “shared representations are accessed very early during the pro-
cess” (Schaeffer & Carl 2013b: 174) and that during the early stages “there is no
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conscious control over how source and target are aligned cognitively” (Schaeffer
& Carl 2013b: 173). In order to test the possibility that the automatic cognitive
alignment has an observable effect on early eye movement measures and that
these primed, shared representations serve as a basis for later processes, Scha-
effer et al. (2016: 189) quantify the syntactic similarity (in terms of word order)
of the source and the target texts and the variation of word translation realiza-
tions. The metric termed Cross (Carl et al. 2016: 26) describes the relative word
order differences between the ST and the TT. If the word order is identical in
two segments, then the Cross value for each word is 1. If, say, the equivalent
of the first ST word is aligned to the sixth TT word, then the Cross value is 6.
If, however, the distortion is in the opposite direction, i.e., if the sixth TT word
is aligned to the first ST word, then the Cross value is -5. The Cross value can
be computed by counting how many TT words need to be progressively or re-
gressively counted in order to arrive at the equivalent of a given ST word. It is
then termed CrossS. But the Cross value can also be computed by counting the
number of ST words which need to be read progressively or regressively in or-
der to arrive at the equivalent of a given TT word. This is then termed CrossT.
CrossS can be seen as a process by which the ST is cognitively aligned with the
TT, while CrossT describes a process which aligns the TT with the ST. The com-
putation of CrossS progresses in a linear and sequential manner through the ST
and finds aligned TT items, while CrossT progresses in a linear and sequential
manner through the TT and finds aligned ST items.

The variation in terms of TT realizations of a particular ST item is computed by
counting how many different TT items, which are aligned to the same ST item,
there are in a corpus of a number of translations of the same ST. On the basis of
the probabilities of each of these TT realizations, the distribution of these prob-
abilities is then calculated. This is then expressed as word translation entropy
(HTra) (Carl et al. 2016: 31) if the variation underlying this metric is lexical in na-
ture, and it is termed syntactic entropy (Bangalore et al. 2016) if the underlying
variation is syntactic in nature.

Schaeffer et al. (2016) find that both word translation entropy (HTra) and syn-
tactic distortion (CrossS) have a significant positive effect on first fixation dura-
tions and total reading time. It is therefore likely that the effect of CrossS and
HTra on first fixation durations represents early, automatic cognitive alignment,
which is less effortful in the case of ST items for which the overlap between ST
and TT representations in terms of syntax and lexico-semantics, respectively, is
greater (low HTra and Cross values). The study by Bangalore et al. (2016) found
that syntactic entropy had a significant positive effect on total reading time of
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source text segments. The studies by Bangalore et al. (2016) and Schaeffer et al.
(2016) found evidence of the above in the TPR-DB (Carl et al. 2016), which is
a large database containing eye-movement and keylogging data in relation to
several translations of the same source texts into a large number of target lan-
guages. The data for the study by Schaeffer et al. (2016) consisted of 42,211 En-
glish ST words translated into six different target languages and the data for the
study by Bangalore et al. (2016) consisted of 26,139 words translated from English
into three different target languages. While the large number of languages and
the sizeable amount of material warrants confidence in the results, it should be
stressed that a non-negligible amount of variation could not be explained with
the predictors in the model presented by Schaeffer et al. (2016). In other words,
while the model could make predictions with a certain degree of confidence, a
possibly large number of variables which impact eye movements during transla-
tion remains unknown. To sum up, it is likely that task-dependent co-activation
occurs early (horizontally) and that later processes use the output from these rel-
atively automatic processes in the relatively vertical processes. The time needed
to process a particular ST item is likely to be a function of the degree of overlap
between ST and TT syntax and/or semantics.

3 Automatic translation

The studies reviewed so far have found that co-activation during translation is
task-dependent. However, there is evidence which suggests that activation of
translation equivalents is automatic even if participants are explicitly asked to
ignore verbal stimuli (Wu & Thierry 2012; Wu et al. 2013). In the 2012 study by
Wu and Thierry, participants were asked to perform a go/no-go task in which
they had to respond with a button press to the presentation of shapes (circles
or squares) while electrophysiological data were recorded. Half of the trials con-
sisted of words. Participants were told to ignore the words and only respond to
the shapes. Unbeknown to the participants, 30% of the word trials consisted of
English words, which, when translated into Chinese, were homophone with the
Chinese words for circle or square. Behavioural responses to the critical items
showed that Chinese-English bilinguals were not likely to make more erroneous
responses to the critical items (English words which when translated into Chi-
nese sounded like either circle or square) than to control items (English words
which were unrelated to the Chinese sounds for circle and square). However, ERP
results (results from the recorded electrophysiological data) showed that the ma-
nipulation resulted in an N200 effect. The N200 effect is normally observed in
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situations in which conflicts of a linguistic or non-linguistic nature are the un-
derlying cause. What the study by Wu and Thierry thus shows is that, although
the Chinese-English bilinguals were told to ignore all the word trials and only
respond to shapes, Chinese translations of the English words were nevertheless
activated automatically and early (200-300ms). The fact that this did not trans-
late into a motor response and increased erroneous responses to critical word
trials shows that the Chinese-English bilinguals were not necessarily aware of
the co-activation and/or inhibited the Chinese equivalents. This interpretation is
in line with the Inhibitory Control (IC) model (Green 2003) which predicts that
the non-target language, i.e., the language which is not intended to be used in a
given task, is inhibited to varying degrees. The 2013 study by Wu et al. showed
very similar effects in an eye movement study.

It is therefore reasonable to think that the failure to find a co-activation ef-
fect during reading for comprehension in the studies by Bajo and colleagues and
Balling et al. is due to the fact that the behavioural dependent variables are not
sensitive enough to detect (inhibited) co-activation during reading for compre-
hension.

3.1 Independent translation routes

Garcia (2015) reviews 21 cases of pathologies in bilinguals who presented with
disorders which affected their translation behaviour. Though limited, this evi-
dence makes exciting neurofunctional predictions regarding the relationship be-
tween languages in bilinguals. The most interesting of these hypotheses is that
“Lexical translation routes are independent from those supporting monolingual
production” (Garcia 2015: 131). In other words, the suggestion is that there are
connections or networks which are exclusively used for translation and not for
monolingual language use. The evidence regarding this hypothesis comes from
patients who were e.g. unable to spontaneously use one of their languages, but
were able to translate from or into it. If it is confirmed that some form of transla-
tion route is independent of monolingual language use, this would explain how
translators and interpreters are able to navigate the competing demands of a lin-
guistic system which is essentially non-selective and which inhibits the SL to
some degree, while still allowing it to be used for reading or listening and while
activating the TL only rather than also the SL for production. This argument
must remain speculative, given current evidence, but, should it find further sup-
port, it is entirely possible to argue that the unique and repeated exposure to
translation or interpreting tasks may strengthen and possibly expand the nature
of these translation routes which are independent of monolingual language use

128



5 Language processing and translation

and which are co-extensive with bilingualism. It is further possible to hypothe-
sise that these routes are likely faster than those routes which are also active dur-
ing monolingual language use, because they do not face the competing demands
emerging from an essentially non-selective system which needs to inhibit the
non-intended language system. In addition to the speed and strength of these
translation routes, a third hypothesis may be articulated: it is possible that lexi-
cal items which are translated very frequently in the same way (low HTra) may
result in better established translation routes than items which are translated in
different ways when encountered in context. In other words, the strength and
availability of these routes may be a function of their semantic overlap.

So far, only reception-related processes have been considered, but, as will be
shown in the remaining sections, translation also has an effect on typing be-
haviour.

4 Monolingual text production and translation

Very few studies have systematically studied the difference between monolin-
gual writing and typing during translation - in terms of the cognitive process
and on the basis of behavioural data (as mentioned above, corpus based trans-
lation studies have investigated the differences between original and translated
texts successfully and extensively). The studies by Immonen (Immonen & Mak-
isalo 2010; Immonen 2006; 2011) are a notable exception. Immonen (2006) had
18 Finnish professional translators carry out two tasks: the author asked partici-
pants to write a short original text in their L1 (Finnish). The second task consisted
of a translation of a text from English (L2) into Finnish (L1). Immonen asked par-
ticipants to write an informative presentation based on a brochure which was
a guide for those planning a career in the European Commission. The ST for
the translation task was similar in register and topic - it was a text about the
unity of the EU and had been used in exams for translators applying for a post at
the EU. No particular brief was given for the translation task apart from the re-
quirement that they should have publishable quality. Both tasks were recorded
with the keylogging software Translog (Jakobsen & Schou 1999). One obvious
difference between writing an original text and translation was that, at least on
the basis of the raw means, participants spent proportionally more time drafting
during original production (73%) than during translation (63%). Participants also
spent less time revising after writing the original text (11%) than after drafting the
translation was finished (24%). Immonen (2006: 323) classified all pauses accord-
ing to where on the linguistic hierarchy they occurred: preceding a paragraph,
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a sentence, within a clause, preceding a word, a compound boundary within a
word, preceding a syllable within a word and within a word other than at the
compound or syllable boundary. Of course, a pause preceding a paragraph is
also a pause preceding a word and a sentence, but Immonen defined a pause al-
ways at the highest possible level of the hierarchy of linguistic categories. So
a pause at the beginning of a paragraph is a pause preceding a paragraph (the
highest rank), not a sentence or a word. Immonen found that the distribution of
pause lengths was similar in original writing and translation in that the higher
up in the linguistic hierarchy the pauses occurred, the longer they were in both
tasks. However, pauses within a word (both at the syllable boundary and else-
where word medially) were significantly longer during translation than during
original text production. Pauses between words were also significantly longer
during translation than during original text production. However, at the sen-
tence and paragraph boundaries, pauses during original text production were
significantly longer than during translation. Immonen (2006: 333) argues that
macro-level planning may be the driving force behind the longer pauses during
original text production at the higher levels of the linguistic hierarchy, given that
pauses between paragraphs and sentences are mainly used for this kind of plan-
ning. During translation, macro-level planning may be less important. Decisions
between a number of possible lexical items and between different word orders
or other syntactic choices may be more effortful during translation than during
original text production and hence lead to longer pauses at the lower levels of
the linguistic hierarchy, where these choices are relevant.

28 professional translators participated in the study by Immonen (2011). Partic-
ipants carried out the same tasks as in the previous study. A very similar pause
classification as that in the previous study was used. In the 2011 study, Immonen
defines a processing unit by comparing the pause lengths at the different levels
of the linguistic hierarchy for each participant. If the pause lengths to adjacent
levels of the linguistic hierarchy did not significantly differ from each other, then
they were grouped together. Results showed that grouped processing units were
very different in the two tasks. Immonen (2011: 243) thus concludes that “process-
ing units in translation cannot be predicted from the profile in monolingual text
production”. Immonen clusters the different linguistic levels into three further
groups according to what kind of processing takes place: textual (paragraphs and
sentences), lexical and syntactic (clauses, phrases and words) and word medial
processes. In terms of textual processing, monolingual processing and transla-
tion were not significantly different. The most interesting difference between
the two tasks was in terms of syntactic processing: on the basis of the clustering,
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Immonen (2011) concludes that in monolingual text production, “the weight of
syntactic level processing is carried by clauses and words” (244) while in transla-
tion, “the emphasis of syntactic processing is on phrases and words.” (245) At the
textual level, processing clusters were more varied during monolingual text pro-
duction than during translation, while in the syntactic clusters, the opposite was
the case. Immonen therefore suggests that control over processes is stronger at
lower levels during translation and that processing occurs in smaller units during
translation.

The studies by Immonen compared writing of an original text with transla-
tion. However, copying may be a better comparison, given that a copyist, like a
translator, has no control over the content of the text that is being produced.

Carl & Dragsted (2012) show, on the basis of an implemented model, that copy-
ing can be very similar to translation. Carl and Dragsted show that the model by
John (1996) predicts the time a copyist needs to produce a segment with an error
rate of less than 5% when the segment is easy to comprehend. However, John’s
model does not predict extensive re-reading, while the examples Carl and Drag-
sted provide show that copyists do present such behaviour when the segment is
difficult to comprehend. Translation by professionals of easy segments can also
be predicted with an error rate of less than 5% by John’s model, while translation
of segments which are difficult exceed the production time predicted by John’s
model. In sum, the study by Carl and Dragsted suggests that copying may pro-
vide a good contrast to translation because it involves coordination of input and
output in a similar manner to how eye movements and typing activity need to
be coordinated during translation, so that a difference in the behaviour may be
attributed to the involvement of two linguistic systems rather than one. The next
sections will show that traditional eye movement measures are not adequate for
the description of the extensive re-reading behaviour typical for translation, as
observed by the studies discussed so far.

5 Beyond the first run

The dependent variables in eye movement studies during reading typically em-
ployed are all based on the assumption that a reader moves from left to right (or
from right to left in languages such as Hebrew) in a fairly linear manner. The fun-
damental criterion for defining dependent variables is what is called a first run.
A first run describes a more or less sequential progression through the sentence.
A first run is interrupted when a regression to an earlier word is made. All early
eye movement measures are defined in relation to the first run: a first fixation
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duration is the time a reader spends on a word before moving on to either an
earlier word,,_,,, to a later word,,,,,, or when the same word,, is refixated. The
probability that a word is skipped is also defined on the basis of a first run, i.e.,
if word,, is fixated, word,,,; is not while word,,,, is, then word,,; is defined as
a skipped word, even if it is re-fixated in a later run. The same applies to gaze
duration: this measure is the sum of all fixations on a word,, before a word,,, .,
is fixated. Later eye movement measures typically include the spillover duration,
i.e., the time spent on (a number of) word(s),,,, the probability of a regression,
the second pass duration and total reading time. Probability of a regression in
refers to a situation in which an eye movement is made from a word,,., to a
word, — so here again, a regression in is defined as a deviation from a linear,
more or less sequential progression through the sentence. The second pass du-
ration consists of the sum of fixations which were registered during the second
run - if there was one. Total reading time, however, is entirely insensitive to the
sequence of eye movement events and simply describes the sum of all fixations
on a word irrespectively of when they occurred. The measures described above
have also been applied to areas of interest covering several words.

The eye movement measures described above have been very useful for the
description of early effects of the text that is being read on how it is processed.
However, previous studies (e.g. Jakobsen & Hvelplund Jensen 2008; Schaeffer
et al. 2016) have found that reading for translation is especially intense during
the later stages of reading. This may have several reasons. On the most basic
level, it may have to do with the fact that reading for comprehension is often
investigated using single sentences which normally do not form a coherent text:
when single sentences are presented one at a time, rereading of earlier text is of
course impossible, resulting thus in potentially fewer late eye movement events.
During translation, a number of other processes co-occur which may result in
more and later eye movement events: typing and the presence of two texts (the
ST and the emerging TT). In addition, the ST and the TT are of course in two
different languages. During translation, reading occurs typically as a succession
of eye movements in the source text followed by eye movements on the target
text and shifts from one text to the other are relatively frequent, as is re-reading
of already read source and target text (e.g. Jakobsen & Hvelplund Jensen 2008;
Hvelplund Jensen 2011). A very rough indication of the importance of late events
during reading for translation may be the average total reading time. Kliegl et al.
(2004) report a mean total reading time per word during reading for comprehen-
sion of 245ms (SD = 48), a subset of the TPR-DB shows that during (monolingual)
copying the mean total reading time per word on the source text is 797ms (SD
= 1068), however, during translation, the mean total reading time per word on
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the source text is 1577ms (SD = 5824). There have been attempts (Hyona et al.
2003) to develop late eye movement measures which are more adequate for the
description of global text processing. However, these eye movement measures,
while extending the ones described above, still depart from a first run and, cru-
cially, cannot do justice to the complexities of translation, because they involve
one rather than two intimately related texts and these measures do of course
not take the relationship of eye movements to typing behaviour into account.
The next section will describe an eye movement measure which addresses these
shortcomings.

6 The eye-key span

Dragsted (Dragsted & Hansen 2008; Dragsted 2010) developed the eye-key span
(EKS) in reference to the ear-voice span which is used to describe the distance
between input and output during simultaneous interpreting, typically measured
in words or seconds (e.g. Defrancq 2015). While translators do not have the same
time pressure as simultaneous interpreters, it is nevertheless the case that trans-
lators have to coordinate input and output similarly to copyists and simultaneous
interpreters. The eye-key span describes the time that elapses between the first or
last time an ST word is fixated before the first key is pressed which contributed to
the production of the equivalent TT word(s) (Dragsted 2010: 51). Hansen (2008)
found that difficult words result in longer eye-key spans than easy words. The
difficulty of the words is described in terms of the number of alternative transla-
tions different translators produced for the same source text words. Easy words
were translated the same way by all translators and difficult words were trans-
lated differently by nearly all translators in the sample. However, only three ST
words were analysed and only eight translators participated in the study. Drag-
sted (2010) also found that professional translators have a shorter eye-key span
than student translators. The next sections will present analyses from the TPR-
DB, which were designed to replicate and extend the findings from Dragsted
(Dragsted & Hansen 2008; Dragsted 2010).

6.1 The dependent variable for experiment 1a and 1b

The EKS was calculated from the first fixation. Only the drafting phase was in-
cluded, i.e., both orientation and revision were excluded from the analysis. Fig-
ure 2 visualises the eye-key span for the ST word “flaring” in the segment “His
withdrawal comes in the wake of fighting flaring up again in Darfur..” which
has been translated into German.
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Figure 2: Progression graph exemplifying the eye-key span from first
fixation on the ST word to first keystroke of the equivalent expression.

In Figure 2, the horizontal axis represents time in ms. The left vertical axis
represents the ST and the right vertical axis the TT. Blue dots are fixations on
the ST, keystrokes are black (insertions) and red (deletions), while fixations on
the TT are green diamonds. The first fixation on the ST word “flaring” occurs at
around the time of 487,000 during a first, relatively linear reading of the segment.
The segment is read again in a far less linear manner before TT production of this
segment begins around the time 542,000. The eye-key span (EKS) for this word is
therefore roughly 55 seconds. From a first contact with the word, the translator
needs to re-read the ST segment twice before they are in a position to produce
an equivalent TT item. The aim of experiment la was to firstly replicate the
findings from Dragsted & Hansen (2008) and Dragsted (2010) in a larger sample
involving more participants and target languages. Secondly, the aim was to find
factors which can predict the EKS during translation. The aim of experiment 2
was to test how the EKS during copying differs from the EKS during translation.

6.2 Experiment 1a: Data, participants and procedure

For experiment 1, the following studies were used: ACS08, BD08, BD13, BML12,
KTHJ08, MS12, NJ12, SG12. The SL for all these studies is English and the TLs are
Danish, Spanish, Chinese, Hindi, and German. Together, these constitute 12,474
ST words, 3,242 unique ST items, 108 participants and 12 different STs. The task
was always translation.
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6.3 Data Analysis

For all the analyses in the present study, R (R Core Team 2014) and the Ime4
(Bates et al. 2014) and languageR (Baayen 2013) packages were used to perform
(general) linear mixed-effects models ((G)LMEMs). To test for significance, the R
package ImerTest (Kuznetsova et al. 2014) was used, which implements ANOVA
for mixed-effects models using the Satterthwaite approximation to estimate de-
grees of freedom.

Data points which were more than 2.5 standard deviations above or below a
participant’s mean for the dependent variable were excluded. This resulted in
the exclusion of less than 4% of the data. The dependent variable (EKS) was
transformed with the natural logarithm because it was not normally distributed.

The final LMEM for the EKS had the following random variables: item, partic-
ipant, text and target language. The predictors were:

 TokS.sg represents the number of words in a given ST segment.
« LenSWord represents the number of characters in a given ST word.

« The segments in each ST are numbered sequentially. STsegment represents
this.

+ The different texts in the TPR-DB are of comparable length (around 150
words), but they are not comparable in terms of the number of segments
in each text. STseg_nbr therefore represents the number of sentences in
each text.

« Given that Cross values can be either positive or negative, the absolute
values of CrossS were used for this analysis.

« The only categorical variable in the analysis was whether participants were
students or professionals.

+ The variable HCross is calculated in the same way as HTra, but represents
something different. HCross is determined on the basis of the probability
that a given ST word has a particular Cross value. Given that there is con-
siderable variance in the word orders of different translations of the same
ST, HCross describes the distribution of these probabilities. The higher the
value, the less likely it is that a number of different translations of the same
ST item will have the same Cross value. This metric therefore represents
both lexical and syntactic aspects in one value, given that, if the word order
is different it is also likely that different lexical items are chosen.
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Collinearity was assessed by inspecting variance inflation factors for the pre-
dictors; all values were low (<1.2), indicating that collinearity between predictors
was not a problem. Initially, HTra was also in the model and it had a significant
positive effect on EKS. However the variance inflation factor was relatively high
(1.96) and was therefore excluded from the final model.

Table 1lists the effects of the predictor variables on EKS and Figure 3 visualises
these effects.

Table 1: LMEM results for the effect of LenSWord, STsegment,
STseg_nbr, Cross, Student, HCross and Student on EKS (experiment

1a)
Estimate SE t p
Intercept 9.680 4771 x 1071 20.288  1.71
TokS.sg 1187 X 1072 1.812 X103  6.550  6.95x 10711 ***
LenSWord 5.259 X 1072 5.209 X 10™% 10.095 <2.00x 10716 ***
STsegment 1753 X 107" 7.432Xx107% 23.582 <2.00x 1071 ***
STseg_nbr —8.620 X 1072 2.576 X 1072 —3.347  0.00295 o
abs(Cross) 1.542x 1072 5116 x107> 3.014  0.00258 o
StudentYes 6.050 x 1071 2.383x 107!  2.539  0.04770 *
HCross 1.989 x 107! 3.511 X1072 5.666 1.62x107% ***
StudentYes:HCross —9.894 x 1072 4.112 x 1072 —2.406 0.01617 *

6.4 Results of experiment 1a

The number of words in a segment (TokS.sg) had a positive effect on EKS. This
might not be too surprising, given that if a translator first reads the whole seg-
ment before translating it, the EKS is naturally longer for longer segments. The
number of characters in a word (LenSWord) had a positive effect. Word fre-
quency also had a similar and highly significant effect on EKS, but only when
word length was not included. This is not surprising, given that these two vari-
ables covary to a high degree. That word length or frequency should result in
longer EKS is to be expected, given that it is more difficult to process long rare
words than short frequent words. The sequential numbering of segments in the
ST (STsegment) had a positive effect on EKS. The likelihood that a word situated
further to the end is fixated long before it is translated may lead to this effect.
The number of segments in a given ST (STseg_nbr) had a negative effect on EKS.
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Figure 3: Visualisation of the effects of the predictor variables on EKS
(experiment 1a)

This effect is to be seen in relation to the number of words in a segment. Given
that all texts had a comparable length, longer segments which were associated
with longer EKS, result in fewer segments per text. The length and number of
segments in a text can therefore be seen as an indicator of the difficulty in trans-
lating it: the longer the segments, the more effortful. CrossS had a positive effect
on EKS. Again, this would be expected, given that CrossS describes the distance
(in number of words) between an ST item and the TT item to which it is aligned.
The coordination of reading and writing is less effortful when ST and TT follow
the same word order as opposed to a situation where they do so to a lesser extent.
HCross had a positive effect on EKS. The higher the number of different, possible
word orders, the more effortful is the coordination of reading and writing. This
result extends those found in the study by Bangalore et al. (2016). However, in
the latter study, the dependent variable was the total reading time on a segment.
The current results localise the effect on a word level. Students had longer EKS
than professionals. This suggests that the coordination of reading and writing
while translating in addition to all the other processes which take place during
translation is something which is acquired during practice. Additional analyses
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showed that HCross had an effect on the EKS of both students (t= 4.1, p < .001)
and on professionals (t= 5.7, p< .001). In addition, there was an interaction be-
tween HCross and professional status. HCross had a stronger effect on EKS in
professional translators than for students’ EKS.

6.5 Experiment 1b: Data, participants and procedure

The study by Carl & Dragsted (2012) showed that when the text is easy to copy
or translate, the behaviour in these two tasks is very similar. As pointed out ear-
lier, traditional eye movement measures do not adequately capture the behaviour
during translation. EKS may be one measure which can capture the effort that is
associated with the coordination of reading and writing. The same data that was
used in the previous analysis was compared to data gathered during monolingual
copying. One additional study was included here (HLR13), which does not have
any information regarding the professional status of participants and was there-
fore not part of experiment 1a. The data comprised 24,684 ST words, 5,111 unique
ST items, 158 participants, 15 different texts and the 5 TLs as in experiment la in
addition to Estonian and English (for the copying task). The same random vari-
ables as those in experiment la were used. Outliers (< 4%) were determined in
the same way as in the previous experiment.

6.6 Results of experiment 1b

Table 2 lists the effect of the same predictors that were used in the previous study
and they had a similar effect: word length (LenSWord) had a positive effect and
so did the position of a sentence in the text (STsegment). STseg_nbr remained
positive after the inclusion of the monolingual copying data. CrossS was not
included in this model, because for monolingual copying all Cross values are
constant, i.e. 1. The number of words in a segment (TokS.sg) was only marginally
significant after the inclusion of the data from the copying task and was therefore
excluded. Figure 3 visualises the effects.

As would be expected, the EKS is considerably shorter during copying (~3
seconds) as compared to translation (~60 seconds). However, the fact that there
is an EKS during copying of non-negligible length suggests that copying and
translation share a process which consists of coordinating reading and writing,
at least to some degree, and the longer EKS during translation can therefore be
seen as resulting from the involvement of two different linguistic systems.
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Table 2: LMEM results for the effect of LenSWord, STsegment,
Stseg_nbr and Task on EKS (experiment 1b)

Estimate SE t p
Intercept 7.908 6.443x 1071 12.273  0.00149 **
LenSWord 4.913 X 1072 4.204x 1073 11.686 <2.00x 10716 ***
STsegment 1.927 x 1071 6.010 X 107> 32.057 <2.00x 10716 ***
STseg_nbr —-9.776 X 1072 2.223x 1072 —-4.398 6.73 X 107> ***
TaskTranslation — 2.715 6.781 X 1071 4.004  0.04232 *

6.7 Concurrent ST reading and TT typing

EKS is only a rough measure which describes the temporal distance between a
first contact with a word and the first keystroke which contributes to the pro-
duction of an aligned TT item. What happens within this time frame remains
unknown. In order to describe the processes of how a translator arrives at a
translation for a given ST item, by shifting visual attention between the ST and
the emerging TT different eye movement measures to those used traditionally
need to be developed. One such measure describes the probability that the ST is
read while the TT is being produced. Schaeffer & Carl (2013a: 184) argued that
“instances of concurrent reading and writing during translation are indicative of
automatic processes and shared representations.” In other words, the hypothesis
was that, if the activation of shared semantic and/or syntactic representations
results in a TT which is acceptable to target norms, and the monitor does not
interrupt the tight coupling of reading and writing, the process as a whole is rel-
atively automatic and ST reading may occur concurrently with TT production -
at least to some degree. Experiment 2a was designed to test this hypothesis.

6.8 Experiment 2a: Data, Participants and procedure

The data for experiment 2a and 2b was essentially the same as the one used in
the previous experiments. However, for this experiment, the .pu files were used.
A .pu file represents the information on the basis of a production unit (PU). A
PU is defined as a sequence of coherent keystrokes. The boundaries between
different PUs are determined by the pauses between keystrokes: a pause of more
than 1000ms constitutes a PU boundary. Carl & Kay (2011) found that at pause
values below 1000ms, the resulting PUs were less linguistically plausible, i.e. they
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were more likely to divide individual words and alignment units (aligned ST and
TT items). At higher pause values, the number of PUs per text was very small,
so that the pause value of 1000ms was adopted in the TPR-DB as defining the
boundaries between PUs. There were a total of 21,973 PUs, 110 participants and
the same 5 TLs as in the previous experiments. The task was always translation.

6.9 The dependent variable for experiment 2a and 2b

The dependent variable for experiment 2a and 2b is binomial. It expresses the
probability that the ST is fixated during TT production, i.e., during a PU. Figure 4
may exemplify this.

The progression graph in Figure 4 shows the translation of the ST words “.in-
vestments in the Sudanese..” Striped boxes visualise PUs. There are two PUs in
this graph: the translation of “investments in the” and “Sudanese”. During the
first PU, while the translator is typing “die” (the), they already look at the next
ST item (“Sudanese”). There are two fixations on this word before it is then typed
in the second PU.

6.10 Results of experiment 2a

Given that the dependent variable for this experiment was binomial, generalised
fixed effects models (GLMEM) were used. GLMEMs for the concurrent ST read-
ing and TT writing had the following random variables: participant, study and
TL. Item was not included as a random variable, because, of course, PUs are not
the same across participants. When text was included as a random variable, the
models did not converge. It accounted for the smallest amount of variance and
was therefore excluded. The predictors were: professional status, i.e., whether
a participant was a student or a professional. CrossT represents the distance in
number of words between the TT and the ST, as counted while progressing in
a linear and sequential fashion through the TT while searching for aligned ST
items. The CrossT value for PUs is the average CrossT value for all the words in
the PU. STsegment is the sequential numbering of segments in a given text and
PuSTnbr is the number of ST words in a given PU.

Table 3 and Figure 5 show that as translators progress in the target text, they
are less likely to read the ST while typing (the effect of STsegment). Concurrent
ST reading and TT writing may be an indicator of the degree of co-activation
of the two linguistic systems. Very much like during simultaneous interpreting,
the translator processes input in one language at the same time as output is pro-
duced in a different language. Given that this is more likely at the beginning of
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Table 3: The effect of the predictor variables on the probability that ST
reading occurs during a PU (experiment 2a)

Estimate = SE  zvalue Pr(>|z|)
Intercept —0.80 0.32  —=2.57 0.0102 *
StudentYes —-0.46 0.23 —-2.03 0.0425 *
CrossT -0.16 0.03 —5.22 1.75 X 1077 **
STsegment -0.06 0.01 —6.827  8.66x 10712 ***
PuSTnbr 0.27 0.01 3144 <2.00x10716 ***
StudentYes:CrossT 0.064 0.03 2.078 0.0377 *

a text rather than towards the end may suggest several things: on the one hand,
it may mean that, as the translator progresses in the text, they move closer to-
wards the monolingual end of the bilingual continuum (Grosjean 1997). It may,
however, also mean that at the beginning of a translation, the translators need to
engage in more concurrent reading and writing in order to co-activate relevant
task schemas and semantic fields relevant to the text. The facilitation observed
in all relevant traditional eye movement measures in the study by Schaeffer et al.
(2016) would support such a view: towards the end of the text, the process is less
effortful, because the translator is in a more monolingual mode and the extra
demands emerging from co-activation are smaller.

The fact that the number of ST words in a PU (PuSTnbr) has such a large
effect on concurrent ST reading is hardly surprising: the longer a PU is the more
likely it is that a translator will fixate the ST at least once. Both CrossS and
CrossT had a significant and negative effect when entered separately. When
both were entered, the model did not converge. CrossT had a stronger effect
than CrossS and CrossS was therefore dropped. The negative effect of CrossT
on concurrent reading and writing suggests that when the word order is similar
in a stretch of ST and TT, processes are likely to be more automatic than when
the word order is very different. Concurrent ST reading and TT typing is an
early measure which also describes how well integrated the process is as a whole,
i.e. how horizontal/parallel it is. The fact that CrossT had such a large effect
on the dependent variable suggests that when the syntax in the ST and the TT
is likely to overlap to a high degree (low CrossT values), then primed, shared
syntactic representations serve as the basis for TT production. In addition, there
was an interaction between professional status and CrossT such that when the

143



Moritz Schaeffer & Michael Carl

CrossT values were very low, professionals were more likely to read and write
concurrently. For higher CrossT values, on the other hand, professionals were
less likely to read and write at the same time (see Figure 6). Figure 7 shows the
distribution of CrossT values in the data. It is very obvious that the lower CrossT
are much more frequent. In other words, professionals are most of the time more
likely to read and write concurrently, but when the text becomes more difficult,
they are more sensitive to this than students are and they are more likely to
work sequentially, i.e., more monolingually - of course not entirely monolingual,
though.

Student*CrossT effect plot

Student
Yes —-—-—

No

ParallelSBinom

H-Iq.lll.lllll.l.llLLllll.LIJlLll_l_q_l_L'_l_l_F

0 5 10 15 20 25 30 35
CrossT

Figure 6: Interaction of CrossT and professional status (experiment 2a)

6.11 Experiment 2b: Data, Participants and procedure

The data for experiment 2b was identical to the data in experiment 2a apart from
the fact that the same copying data that was used in experiment 1b was also
added. There were 28,226 PUs, 153 participants, 12 texts, 8 studies and 6 TLs. The
tasks were translation and copying.
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Histogram of CrossT
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Figure 7: Distribution of average CrossT values in PUs (experiment 2a)

6.12 The dependent variable for experiment 2b

The dependent variable for experiment 2b was identical to the one in experiment
2a.

6.13 Results of experiment 2b

Table 4 summarises the effects of the predictor variables on the probability that
some concurrent reading occurs during a PU and Figure 8 visualises these ef-
fects. The effect of both the position of a segment within a text (STsegment)
and the number of ST words in a PU (PuSTnbr) in experiment 2b was similar to
the effect in experiment 2a. The likelihood that concurrent ST reading and TT
typing occurs was significantly higher during copying than during translation.
This suggests that, while both copying and translation share some aspects, the
involvement of two linguistic systems makes a more automated and horizontal
process less likely.
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Table 4: The effect of predictor variables on both translation and copy-

ing (experiment 2b)

Estimate = SE  zvalue Pr(>|z|)
Intercept 0.35 0.55 0.63 0.527
STsegment —0.07 0.01 —9.43  <2.00x 107! ***
PuSTnbr 0.27 0.01 3853  <2.00x10716 ***
TaskTranslation —1.62 0.61 —2.64 0.008 o
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Figure 8: Visualisation of the effect of predictor variables on the prob-
ability that the ST is fixated during a PU (experiment 2b)
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7 General discussion

Research aimed at showing that the target language is activated during source
text reading and that translation is a horizontal process rather than a sequen-
tial, vertical process (Macizo & Bajo 2004; 2006; Ruiz et al. 2008; Jakobsen &
Hvelplund Jensen 2008; Hvelplund Jensen et al. 2009; Winther Balling et al. 2014).
What these studies have shown is that co-activation is task-dependent, at least
if behaviour is observed. However, there is a large body of evidence which sug-
gests that inhibition plays an important role in bilinguals as such (Kroll et al. 2015)
and in translation (Macizo et al. 2010) and there is considerable evidence which
suggests that not only lexical access is fundamentally non-selective, but also pro-
duction is affected by competition between the two languages of the bilingual (de
Groot & Starreveld 2015). Grosjean (1997) argued that a bilingual’s two languages
are more or less active depending on the context. The studies reviewed here are
consistent with this. It is very likely that translation increases the co-activation
of the two linguistic systems to a high degree. Rather than pitting the horizontal
view of translation against the vertical one, the model proposed by Schaeffer &
Carl (2013a) argued that translation is best understood as both an early and a late
effect, i.e., it is likely that translation is best understood as early, relatively au-
tomatic processes which are highly bilingual in nature and late processes which
are more monolingual. This chapter further argues that traditional eye movement
measures cannot adequately describe the processes which are unique to the task
of translation. The eye-key span (Dragsted & Hansen 2008; Dragsted 2010) and
the degree to which ST reading and TT typing co-occur are measures that ad-
dress this shortcoming. Schaeffer & Carl (2013a: 184) predicted that concurrent
ST reading and TT typing is evidence of the activation of shared representations
and automatic processing. The results presented here support this view. Both
the early and the late processes during translation are likely to be modulated by
the degree to which SL and TL items share representation. The DFM (de Groot
1992) suggests that semantic overlap between two lexical items is a matter of
degree. This model receives support from two eye movement studies (Schaeffer
et al. 2016; 2017). The shared syntax account (Hartsuiker et al. 2004) predicts that
syntax, if similar across languages, shares the same representation. The effect of
word order differences (HCross) on the eye-key span and the effect of word order
differences on the likelihood that ST reading and TT typing occur concurrently
lend support to the shared syntax account. The measure HCross, introduced in
the current chapter, lends further support to this notion and extends it in that
it shows that when the word order in the ST and the TT is dissimilar, also the
eye-key span (EKS) is shorter and fewer different word orders are observed.
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The shared syntax account is very well suited to explain priming effects. How-
ever, when the choice of lexical item leads to required changes in the syntactic
structure (and word order), and the more different word orders (and syntactic
structures) are possible, these possibilities compete for selection and inhibit the
translation process, resulting in a longer EKS. The shared syntax account predicts
priming effects when the syntax is shared across the ST and TL, but makes no
predictions about when the degree of overlap in terms of syntax is small. The
present study quantifies and predicts the effects of such a situation in the form
of the HCross metric.

The following sentence from the data may serve as an example: “As a re-
sult, full-time leaders, bureaucrats, or artisans are rarely supported by hunter-
gatherer societies” In the database, there are 26 translations into German of this
text. In the appendix, we list seven versions which all use a different lexical item
for the verb phrase [are supported]. The verb [supported] has a very high HCross
value (3.57). Only one translation [schétzen (appreciate)] out of the seven shares
a combinatorial node with the source, because [schitzen], just like [supported],
is in the passive voice. All other lexical choices require additional changes in
the syntactic structure of the target language sentence, some of the underlying
syntactic choices are depicted in Figure 9. Differences in syntactic choices result
in changes in word order.

There is the possibility that there are translation routes in bilinguals which are
independent from monolingual processing routes. It was hypothesised that these
might be faster, because they might be less susceptible to the competing demands
of co-activation and inhibition and it was hypothesised that their strength and
breadth might be modulated by practice. Both the eye-key span and concurrent
reading and writing are modulated by expertise. This could be seen as an indica-
tion that independent translation routes, modulated by extended exposure to the
task, result in strengthened and widened access to these independent translation
routes, though this must remain speculative at present. Finally, it is likely that
the mechanisms underlying translation are shared to some degree by monolin-
gual copying.

Very few studies have systematically compared translation to monolingual
language use. The existing findings are promising and both reading for compre-
hension and monolingual copying seem to be good contrasts. It further seems
necessary to develop eye movement measures, such as the eye-key span and con-
current reading and writing, which do justice to the complexities of translation,
particularly when the later processes are investigated. These later processes seem
particularly relevant, simply because they so evidently distinguish reading for or
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Conceptual node support

Lemma | support | | schatzen || geben | unterhalten || sein || vorkommen | finden || sich leisten |

copula verb

Combinatorial nodes

reflexive

dummy subject

Figure 9: Item (support) with a high HCross value (3.57). Different lexi-
cal choices (into German) lead to different syntax which in turn result
in large differences in word order (see appendix). Based on the shared
syntax account (Hartsuiker et al. 2004). In the shared syntax account,
there is a shared conceptual level, a language node, a lemma node and
combinatorial nodes. In this case, the overlap for combinatorial nodes
is minimal (only [schétzen] shares two combinatorial nodes with [sup-

port]).

while translating from reading for comprehension, while paraphrasing and while
copying.
Appendix

ST As a result, full-time leaders, bureaucrats, or artisans are rarely supported
by hunter-gatherer societies.

TT1 Folglich werden Fithrungspersonlichkeiten, Biirokraten oder Handwerker
nur selten von Jigern und Sammlern geschitzt. (Passive)

TT2 Deshalb gibt es in Jager-und Sammlergesellschaften meistens keine Perso-
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nen, die nur Anfihrer, Biirokraten oder Kunsthandwerker sind. (Dummy
Subject)

TT3 Daher unterhalten Jiger-Sammler-Gesellschaften nur selten hauptberufli-
che Anfiihrer, Biirokraten oder Handwerker. (Active)

TT4 Dabher ist in Jager-und Sammlergesellschaften auch kein Platz fiir Anfiihrer,
Birokraten oder Handwerker, die ansonsten keine Aufgaben tibernehmen.
(Copula)

TT5 Daher kommen in Jiger-und-Sammler-Gesellschaften kaum Biirokraten,
Handwerker oder Personen vor, die ihre gesamte Zeit als Anfiihrer ver-
bringen. (Active)

TT6 Dies ist der Grund dafiir, dass man hier auch kaum Personen in stindiger
Fihrungsposition und Kiinstler findet. (Dummy Subject)

TT7 Dementsprechend leisten sich solche Gesellschaften auch selten den Luxus,
Berufspolitiker, Biirokraten oder Kunsthandwerker zu unterhalten. (Re-
flexive)

References

Baayen, R. Harald. 2013. languageR: Data sets and functions with analyzing lin-
guistic data: A practical introduction to statistics. Tech. rep. http://cran.r-
project.org/package=languageR.

Bangalore, Srinivas, Bergljot Behrens, Michael Carl, Maheshwar Ghankot, Arndt
Heilmann, Jean Nitzke, Moritz Schaeffer & Annegret Sturm. 2016. Syntactic
variance and priming effects in translation. In Michael Carl, Srinivas Banga-
lore & Moritz Schaeffer (eds.), New directions in empirical translation process
research: Exploring the CRITT TPR-DB, 211-238. Cham: Springer.

Bates, Douglas, Martin Maechler, Ben Bolker & Steven Walker. 2014. Ime4: Linear
mixed-effects models using Eigen and S4. http://cran.r-project.org/package=
lme4.

Carl, Michael & Barbara Dragsted. 2012. Inside the monitor model: Processes of
default and challenged translation production. Translation: Corpora, Computa-
tion, Cognition 2(1). 127-145.

Carl, Michael & Martin Kay. 2011. Gazing and typing activities during translation:
A comparative study of translation units of professional and student transla-
tors. Meta 56(4). 952-975.

150


http://cran.r-project.org/package=languageR
http://cran.r-project.org/package=languageR
http://cran.r-project.org/package=lme4
http://cran.r-project.org/package=lme4

5 Language processing and translation

Carl, Michael, Moritz Schaeffer & Srinivas Bangalore. 2016. The CRITT transla-
tion process research database. In Michael Carl, Srinivas Bangalore & Moritz
Schaeffer (eds.), New directions in empirical translation process research: Explor-
ing the CRITT TPR-DB, 13-54. Cham: Springer.

de Groot, Annette M. B. 1992. Determinants of word translation. Journal of Ex-
perimental Psychology: Learning, Memory, and Cognition 18(5). 1001-1018.

de Groot, Annette M. B. & Peter A. Starreveld. 2015. Parallel language activation
in bilinguals’ word production and its modulating factors: A review and com-
puter simulations. In John Schwieter (ed.), The Cambridge handbook of bilin-
gual processing, 389-415. Cambridge: Cambridge University Press.

Defrancq, Bart. 2015. Corpus-based research into the presumed effects of short
EVS. Interpreting 17(1). 26—45.

Dragsted, Barbara. 2010. Coordination of reading and writing processes in trans-
lation: An eye on unchartered territory. In Gregory M. Shreve & Erik Angelone
(eds.), Translation and cognition, 41-62. Amsterdam: Benjamins.

Dragsted, Barbara & Inge Gorm Hansen. 2008. Comprehension and production
in translation: A pilot study on segmentation and the coordination of reading
and writing processes. In Susanne Gopferich, Arnt Lykke Jakobsen & Inger
M. Mees (eds.), Looking at eyes: Eye-tracking studies of reading and translation
processing, vol. 36, 9-29.

Garcia, Adolfo M. 2015. Translating with an injured brain: Neurolinguistic as-
pects of translation as revealed by bilinguals with cerebral lesions. Meta 60(1).
112-134.

Green, David W. 2003. Mental control of the bilingual lexico-semantic system.
Bilingualism: Language and Cognition 1(2). 67-81.

Grosjean, Francois. 1997. The bilingual individual. Interpreting - International
Journal of Research and Practice in Interpreting 2. 163-187.

Hansen, Gyde. 2008. The dialogue in translation process research. In Translation
and cultural diversity: Selected proceedings of the XVIII FIT world congress, 386—
397. Shanghai: Foreign Language Press.

Hansen-Schirra, Silvia, Stella Neumann & Erich Steiner. 2012. Cross-linguistic
corpora for the study of translations: Insights from the language pair English—
German. Berlin & Boston: de Gruyter.

Hartsuiker, Robert J., Martin J. Pickering & Eline Veltkamp. 2004. Is syntax
separate or shared between languages? Cross-linguistic syntactic priming in
Spanish—English bilinguals. Psychological Science 15(6). 409—-414.

151



Moritz Schaeffer & Michael Carl

Hvelplund Jensen, Kristian Tangsgaard. 2011. Allocation of cognitive resources
in translation: An eye-tracking and key-logging study. Copenhagen Business
School dissertation.

Hvelplund Jensen, Kristian Tangsgaard, Annette C. Sjorup & Laura Winther
Balling. 2009. Effects of L1 syntax on L2 translation. In Fabio Alves, Susanne
Gopferich & Inger M. Mees (eds.), Methodology, technology and innovation in
translation process research: A tribute to Arnt Lykke Jakobsen, 319-336. Copen-
hagen: Samfundslitteratur.

Hyo6n4, Jukka, Robert F. Lorch & Mike Rinck. 2003. Eye movement measures to
study global text processing. In Jukka Hydn4, Ralf Radach & Heiner Deubel
(eds.), The mind’s eye: Cognitive and applied aspects of eye movement research,
313-334. Amsterdam: Elsevier.

Immonen, Sini. 2006. Translation as a writing process: Pauses in translation ver-
sus monolingual text production. Target 18(2). 313-336.

Immonen, Sini. 2011. Unravelling the processing units of translation. Across Lan-
guages and Cultures: A Multidisciplinary Journal for Translation and Interpret-
ing Studies 12(2). 235-257.

Immonen, Sini & Jukka Mékisalo. 2010. Pauses reflecting the processing of syn-
tactic units in monolingual text production and translation. Hermes — Journal
of Language and Communication Studies 44(44). 45-61.

Jakobsen, Arnt Lykke. 2011. Tracking translators’ keystrokes and eye movements
with Translog. In Cecilia Alvstad, Adelina Hild & Elisabet Tiselius (eds.), Meth-
ods and strategies of process research: Integrative approaches in translation stud-
ies. Amsterdam: Benjamins.

Jakobsen, Arnt Lykke & Kristian Tangsgaard Hvelplund Jensen. 2008. Eye
movement behaviour across four different types of reading task. In Susanne
Gopferich, Arnt Lykke Jakobsen & Inger M. Mees (eds.), Looking at eyes. eye-
tracking studies of reading and translation processing, vol. 36, 103-124. Copen-
hagen: Samfundslitteratur.

Jakobsen, Arnt Lykke & Lasse Schou. 1999. Translog documentation. In Gyde
Hansen (ed.), Probing the process in translation: Methods and results, 1-36. Fred-
eriksberg: Samfundslitteratur.

John, Bonnie E. 1996. Typist: A theory of performance in skilled typing. Human-
Computer Interaction 11(4). 321-355.

Kliegl, Reinhold, Ellen Grabner, Martin Rolfs & Ralf Engbert. 2004. Length, fre-
quency, and predictability effects of words on eye movements in reading. Eu-
ropean Journal of Cognitive Psychology 16(1-2). 262-284.

152



5 Language processing and translation

Kroll, Judith F., Jason W. Gullifer, Rhonda McClain & Eleonora Rossi. 2015. Selec-
tion and control in bilingual comprehension and production. In John W. Schwi-
eter (ed.), The Cambridge handbook of bilingual processing, 485-507. Cambridge:
Cambridge University Press.

Kroll, Judith F. & Erika Stewart. 1994. Category interference in translation and
picture naming: Evidence for asymmetric connections between bilingual mem-
ory representations. Journal of Memory and Language 33(2). 149-174.

Kuznetsova, Alexandra, Rune Haubo Bojesen Christensen & Per Bruun Brock-
hoff. 2014. Imertest: Tests for Random and Fixed Effects for Linear Mixed Effect
Models (Imer Objects of Ime4 Package). R package version 2.0-6. http://www.
cran.rproject.org/package=lmerTest/.

Macizo, Pedro & M?* Teresa Bajo. 2004. When translation makes the difference:
Sentence processing in reading and translation. Psicologica 25. 181-205.

Macizo, Pedro & M* Teresa Bajo. 2006. Reading for repetition and reading for
translation: Do they involve the same processes? Cognition 99(1). 1-34.

Macizo, Pedro, M* Teresa Bajo & Maria Cruz Martin. 2010. Inhibitory processes
in bilingual language comprehension: Evidence from Spanish-English inter-
lexical homographs. Journal of Memory and Language 63(2). 232-244.

R Core Team. 2014. A language and environment for statistical computing. Vienna.
http://R-project.org/.

Ruiz, Carmen, Natalia Paredes, Pedro Macizo & M?* Teresa Bajo. 2008. Activation
of lexical and syntactic target language properties in translation. Acta psycho-
logica 128(3). 490-500.

Schaeffer, Moritz & Michael Carl. 2013a. Shared representations and the transla-
tion process: A recursive model. Translation and Interpreting Studies 8(2). 169-
190.

Schaeffer, Moritz & Michael Carl. 2013b. Shared representations and the transla-
tion process: a recursive model. Translation and Interpreting Studies. The Jour-
nal of the American Translation and Interpreting Studies Association 8(2). 169-
190.

Schaeffer, Moritz, Barbara Dragsted, Laura Winther Balling & Michael Carl. 2016.
Word translation entropy: Evidence of early target language activation during
reading for translation. In Michael Carl, Srinivas Bangalore & Moritz Schaef-
fer (eds.), New directions in empirical translation process research: Exploring the
CRITT TPR-DB, 183-210. Cham: Springer.

Schaeffer, Moritz, Kevin Paterson, Victoria A. McGowan, Sarah J. White &
Kirsten Malmkjeer. 2017. Reading for translation. In Arnt Lykke Jakobsen &

153


http://www.cran.rproject.org/package=lmerTest/
http://www.cran.rproject.org/package=lmerTest/
http://R-project.org/

Moritz Schaeffer & Michael Carl

Bartolome Mesa-Lao (eds.), Translation in transition, 18—54. Amsterdam: Ben-
jamins.

Seleskovitch, Danica. 1976. Interpretation: A psychological approach to translat-
ing. In Richard W. Brislin (ed.), Translation: Applications and research, 92-116.
New York: Gardner.

Shreve, Gregory M., Christina Schaffner, Joseph H. Danks & Jennifer Griffin. 1993.
Is there a special kind of “reading” for translation? Target 5(1). 21-41.

Vauquois, Bernard. 1968. A survey of formal grammars and algorithms for recog-
nition and transformation in machine translation. In A.J.H. Morrell (ed.), Pro-
ceedings of the IFIP Congress-68, 254-260. Edinburgh: North-Holland.

Winther Balling, Laura, Kristian Tangsgaard Hvelplund Jensen & Annette
Camilla Sjerup. 2014. Evidence of parallel processing during translation. Meta
59(2). 234-259.

Wu, Yan Jing, Filipe Cristino, Charles Leek & Guillaume Thierry. 2013. Non-
selective lexical access in bilinguals is spontaneous and independent of input
monitoring: Evidence from eye tracking. Cognition 129(2). 418-425.

Wu, Yan Jing & Guillaume Thierry. 2012. Unconscious translation during inci-
dental foreign language processing. NeuroImage 59(4). 3468-3473.

154



Chapter 6

Cognitive effort and explicitation in
translation tasks

Igor A. Lourencgo da Silva
Universidade Federal de Uberlandia

Adriana Silvina Pagano

Universidade Federal de Minas Gerais

Drawing on the framework of systemic-functional linguistics, this paper examines
cognitive effort for meaning explicitation in translation tasks. Two hypotheses
were formulated building on Steiner (2001a,b) and Tirkkonen-Condit (2005): (1) lit-
eral translation, as a default translation procedure/strategy, minimises cognitive
effort; and (2) explicitation of more implicit realisations in the source text requires
more cognitive effort. To test these hypotheses, 16 Brazilians and 16 Germans, pro-
portionally distributed as field specialists and professional translators, were asked
to perform a translation task of one of two versions of an L2 (English) source text
into their L1. Both source text versions construed analogous meanings, but they
had either the most explicit or the most implicit variants of ten agnate realisation
pairs (five of each in each version). The task was recorded using the key-logging
program Translog 2006. From a process-oriented perspective, the key-logged data
were analysed to determine the renditions per variant, number of micro-units per
word, number of pauses per word, and drafting time per word. From a product-
oriented perspective, subjects’ renditions were analysed to investigate the impact
of their choices on the explicitness and implicitness of the target texts. Overall, the
results confirm the hypothesis that literal translation is a default procedure that
requires less cognitive effort. As to the second hypothesis, more implicit variants
in the source text do not necessarily require more cognitive effort than their less
implicit variants.
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I Empirical modelling of translation and interpreting, 155-175. Berlin: Language Science
Press.
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1 Introduction

Building on empirical-experimental research, Tirkkonen-Condit (2005) hypothe-
sises that ‘literal’ translation, i.e., opting for wordings in the target text (TT) that
are closely patterned upon the lexico-grammar of the source text (ST), is a default
translation procedure/strategy adopted by both experts and novices. Assuming
that similar lexico-grammatical patterns entail similar levels of explicitness in
wordings Steiner (2001b) and that the human translator as a ‘cognitive miser’
(Fiske & Taylor 1984) resorts to explicitation as a complex strategy for TT pro-
duction when problem solving is demanded, literal translation, as a default proce-
dure, is expected to minimise cognitive effort. According to Tirkkonen-Condit, a
monitoring process called ‘monitor’, usually better developed in experts, enables
translators to recognise instances in the ST that constitute translation problems
unlikely to be solved through a literal translation strategy.

If literal translation is a default procedure in translation and it involves simi-
lar lexico-grammatical patterns, translated texts would be expected to evidence
a good deal of shared level of explicitness with their source counterparts. How-
ever, corpus-based research has pointed to translated texts as being more explicit
(Olohan & Baker 2000; Steiner 2001a,b). Explicitation has been reported as a phe-
nomenon partially accounted for by typological differences between source and
target languages as well as differences in the source and target contexts of cul-
ture and situation. In addition, a third source of explicitation has been claimed
to be translators’ understanding of the ST and its role in TT production (Steiner
2001a,b).

Drawing on insights of both empirical-experimental research and corpus-based
research, this paper reports on a process and product-oriented investigation of
explicitation with a view to testing two hypotheses, namely:

« literal translation, as a default translation procedure, minimises cognitive
effort;

» translating more implicit realisations in the ST requires explicitation on
the translator’s part, which entails an effortful translation procedure.

To test these hypotheses, 16 Brazilians and 16 Germans, proportionally dis-
tributed as field specialists and professional translators, were asked to perform a
task of translation of one of two versions of an L2 (English) ST into their L1. Both
versions construed analogous meanings, but they had either the most explicited
or the most implicited variants of ten agnate realisation pairs (five of each in
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each version). The task was recorded using the key-logging program Translog
2006. To operationalise an investigation of ‘literal’ translation and explicitation,
we relied on the notions of ‘grammatical metaphor’ and ‘de-metaphorisation’ as
expounded in the Literature Review.

This paper is made up of five sections including this Introduction. The Litera-
ture Review section provides the framework that was used to support this study.
The Methodology section describes materials and methods for data collection
and analysis. The Results and Discussion section focuses on the analysis of key-
logging data. The Final Remarks section summarises our findings and points out
future research avenues.

2 Literature review

According to Tirkkonen-Condit (2005), translators tend to adopt the default, less
effortful strategy of providing renditions patterned upon the ST - ie., ‘literal’
translations. However, as translators move up in the novice-expert cline, they
increasingly develop a monitoring mechanism (Monitor) that enables them to
abandon such a strategy when they recognise ST patterns that require more care-
ful attention due to target language constraints.

The tendency to use ‘literal’ translation can be seen in translation process data,
as Tirkkonen-Condit (2005) argues, when first renditions are examined. These
tend to be reached by novices and experts through automatism and are subse-
quently revised, as shown by interim renditions, when the Monitor mechanism
is activated, usually in the case of more expert performance. In a 2006 study,
Tirkkonen-Condit, along with Mékisalo and Immonen, investigated the changes
implemented by professional translators in the drafting phase and found out that
40% of the revisions were triggered by the need for adjusting instances that had
previously been literally translated.

Automatism is ascribed by Tirkkonen-Condit to solutions patterned on the
source language lexico-grammar and to translation at ranks lower than the clause
(e.g., word). Working at higher ranks and dealing with rearrangement of mean-
ings differently construed in the ST and TT are assumed to be instances of the
Monitor mechanism at work (Tirkkonen-Condit 2005: 409) and can be deemed
as instances of effortful TT production. One such example is explicitation, a
phenomenon that has been investigated in studies of both translated text (e.g.
Blum-Kulka 1986; Klaudy 1998) and translation process (e.g., Séguinot 1988; En-
glund Dimitrova 1993; 2005; Alves et al. 2011; Carl & Dragsted 2012; Schaeffer
2013; Carl & Schaeffer 2014; Halverson 2015).

157



Igor A. Lourenco da Silva & Adriana Silvina Pagano

Explicitation, as explained by Hansen-Schirra et al. (2007), is a process or a
relationship between intralingual variants and/or translationally related texts.

We assume explicitation if a translation (or, language-internally, one text in
a pair of register-related texts) realizes meaning (not only ideational, but also
interpersonal and textual) more explicitly than its source text — more precisely,
meanings not realized in the less explicit source variant but implicitly present
in a theoretically motivated sense. The resulting text is more explicit than its
counterpart (Hansen-Schirra et al. 2007: 243).

Hansen-Schirra et al. (2007: 243) point out, and we follow suit, that their defi-
nition deliberately excludes the indefinite number of possibilities through which
meaning can simply be added to some text/discourse, without being in any mo-
tivated sense implicit in the source variant. In their approach, explicitation is
characterised by a comparative measurement of explicitness as a property of
encoding, not as a property of the communicative act as such. In other words,
explicitness is a property of lexico-grammatical or cohesive structures and con-
figurations, and explicitation is the result of a process taking place in rewording
tasks such as paraphrasing and translation.

From the very first process-oriented studies (Séguinot 1988; Englund Dim-
itrova 1993), explicitation has been reported to be a phenomenon partially ac-
counted for by typological differences between source and target languages as
well as differences in the source and target contexts of culture and situation. How-
ever, Steiner (2001a,b), building on the notion of explicitation as a translation
universal (Baker 1995; 1996) and further developing it as a property of translated
texts empirically observable in corpora, has posited a model in which he adds
a third factor that may account for explicitation, namely understanding on the
part of the translator.

Steiner models understanding as an operation of de-metaphorisation. A key
concept to this is grammatical metaphor as conceived of by systemic functional
linguistics (SFL, Halliday & Matthiessen 1999; 2004) and defined as “the phe-
nomenon whereby a set of agnate (related) forms is present in the language hav-
ing different mappings between the semantic and the grammatical categories”
(Halliday & Matthiessen 1999: 7). Figure 1, elaborated with variants of a sen-
tence used in our experiment, displays four agnate forms with different levels
of grammatical metaphoricity in a cline from less metaphorical, and hence more
congruent, to more metaphorical and less congruent.

As can be seen, congruency and metaphoricity are a matter of level and may
be identified through comparison of different agnate wordings. On the one hand,
the more congruent wordings provide explicit agency (i.e., the researchers are
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CONGRUENT

The researchers crumpled a sheet of thin aluminized Mylar and placed it inside a cylinder.
After the crumpling of a sheet of thin aluminized Mylar, the researchers placed it inside a cylinder.
A sheet of thin aluminized Mylar was crumpled and placed inside a cylinder.

A crumpled sheet of aluminized Mylar was placed inside a cylinder.

+

METAPHORICAL

Figure 1: Different levels of grammatical metaphoricity

the agents of the processes ‘to crumple’ and ‘to place’) and explicit causal and
temporal relations (i.e., the researchers first crumpled the sheet of Mylar and
then placed it inside a cylinder). On the other hand, the more metaphorical a
wording, the more implicit and the more densely packed the meaning construed
with increasing numbers of nominal forms and decreasing agency.

According to Steiner, understanding in translation involves mapping ST units
onto their congruent meanings. This implies de-metaphorising and making mean-
ings more explicit. As a result, due to typological features, registerial differences
or understanding processes (also influenced by fatigue), the wordings produced
in the TT may end up being less metaphorical than those in the ST.

Within the discipline of translation studies, systematic differences in the
amount of explicated information between original and translated texts have
been approached from different perspectives and theoretical standpoints through
the concepts of implicitation and explicitation (see Vinay & Darbelnet 1958; Blum-
Kulka 1986; Séguinot 1988; Klaudy 1998; Olohan & Baker 2000, among others).
In particular, Englund Dimitrova (2005) is one of the few process studies, which
draws on think-aloud protocols (TAPs) and key-logged data, to show how trans-
lators deal with explicitation. Even though these concepts have proved very
insightful and researchers have attempted to pin down their definitions, there
remain many uncertainties as to how to measure what is a more explicit or im-
plicit rendering of meaning. A more theoretically-informed approach to this is-
sue draws on the aforementioned concept of grammatical metaphor, which al-
lows a more precise determination of what is explicit or implicit in a wording of
meanings and where in the overall system of the language those meanings can
be located.
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To the best of our knowledge, process-oriented studies that have, to a greater
or lesser extent, drawn on the notions of ‘grammatical metaphor’ and ‘de-meta-
phorisation’ are Hansen (2003); Liparini Campos (2008; 2010); da Silva (2007);
Pagano & da Silva (2010b). In her translation experiment with a professional
translator and a translation student working in the German-English and French-
English language pair (both L2-L1), Hansen observed that (1) re-metaphorisation
(i.e., providing renditions with metaphoricity levels analogous to that in the ST)
was the most frequent strategy, and (2) de-metaphorisation was more frequent
than metaphorisation (e.g., increasing metaphoricity level in the TT compared to
the ST) when the subjects worked under no time pressure. Similarly, in an exper-
iment involving novice translators working in the English-Portuguese language
pair (2008) and in an experiment involving professional translators working in
the both English-Portuguese and German-Portuguese language pairs (2010), Li-
parini Campos also found more instances of metaphorisation in under no time
pressure condition. However, contrary to Hansen, she identified metaphorisa-
tion as the most frequent strategy also under time pressure condition. Finally,
da Silva (2007) and Pagano & da Silva (2010b) analysed the L1-L2 translation
process and product of a Brazilian Medicine field specialist and showed how he
managed to render a highly grammatically metaphorical English-language text.
They noticed that de-metaphorisation instances were at play during the entire
translation process before the production of more metaphorical realisations in
the target text.

3 Methodology

The data analysed in this paper were collected in an experimental study described
in da Silva (2012) and Alves et al. (2014a). A group of 8 German and 8 Brazilian
professional translators and another group of 8 German and 8 Brazilian physi-
cists were recruited to take part in an experiment in which they translated an
English ST (L2 for all subjects) into German or Brazilian Portuguese, their re-
spective L1.

Physicists were recruited as participants in the experiment in the capacity of
field specialists who “perform translation tasks as part of their daily work, but
neither have formal education in translation nor claim to be translators” (Pagano
et al. 2013: 264). Given their domain knowledge and discourse knowledge, field
specialists in many countries are considered considered successful disciplinary
writers, in both their L1 and L2 (mostly, English) even though their texts usually
undergo through some editing before reaching the publication stage (Vascon-
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cellos et al. 2007), and given their domain knowledge and discourse knowledge
(Scardamalia & Bereiter 1991), and despite their lack of formal training and expe-
rience in translation, therefore they constitute, along with professional transla-
tors, a rich source of insights to understanding tap into processes involved in the
understanding and production of highly metaphorical texts (Pagano & da Silva
2010a) as is the case of scientific texts (Halliday 2006).

Subjects were instructed to carry out their task with no time pressure and with
the sole external support of a general reference dictionary in electronic format.
Their translation processes were key-logged using Translog 2006. A translation
brief drafted in the subjects’ L1 was displayed on the computer screen prior to the
subjects being allowed access to the ST (displayed on the top half of the screen).
English-Portuguese language data were collected at Universidade Federal de Mi-
nas Gerais in Brazil, while English-German language data were collected at Uni-
versitat des Saarlandes in Germany.

Subjects were randomly assigned one of two versions (A or B) of an ST on the
behaviour of crumpled balls, which was manipulated from an original publica-
tion of a popular science magazine. Both versions construed analogous mean-
ings, but they had either the most explicit or the most implicit variants of ten
agnate realisation pairs (five of each in each version). For each of these variants
we investigated the number of renditions (interim and final solutions) and the
implicitation levels of the first and last renditions, as well as their related num-
ber of micro-units (see definition below) per word, number of pauses per word
in intervals of 2.4 seconds (see Jakobsen 2005 and below) or longer, and drafting
(see Jakobsen 2002 and below) time per word. The analysis focused exclusively
on the sentence parts that varied, and most variables were computed per word
to assure comparability across ST wordings and TT renditions. Figure 2 illus-
trates segmentation as carried out for the purposes of identifying variables in
the key-logged data.

Figure 2 shows a total of 12 micro-units — 11 in the drafting phase, and 1 in
the revision phase. According to Jakobsen (2002), the drafting phase starts when
the subject types the first character and ends when s/he types, for the first time,
the last character that concludes a preliminary first version of the TT, while the
revision phase starts immediately after the drafting phase and ends when the
subject completes the task. In this study, each rendition was assigned to either
the drafting or the revision phase, and only those in the drafting phase had their
duration computed.

Following Alves & Couto-Vale (2011: 107), micro-units were observed in “the
flow of continuous TT production, which may incorporate the continuous read-
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Drafting

M1 % % % X poruq ®@ & que ¢

M2 X uma @ bola ¢

M3 X X [Ctrl¢ [[Crl¢ [P ® a

M4 X X = amassada ¢ se ¢ compot D rta ¢

M5 kK %k Xk X X X X X [§][/8] como ¢ ¥ ® XA A porque ¢ 2V
M6 >k kX k ko ok VB ][VB ][] ]

M7 >k ok ok ok ok ok ok ok [V ][V8 ]k k

M8 \ da ® maneira ¢

Y CIE R Re:ReiReReiResRe ResResRes

M10 > > X % X X [} ] a ¢ sua ¢ maneira ¢

M11 kX % X X X X [/} ]de ¢ uma ¢ maneira ¢ particular ¢

Revision
M12 >k %k X %k Xk Xk X% Xk X X X X X [/§ ][} ] peculiar ¢ < % %

Note: X = pause intervals of 2.4 seconds, @ = blank spaces, € = cursor left, ® = backspace, & =
delete, = = tab key

Figure 2: Portuguese language rendition by BP1 for “why the crumpled
ball behaves the way it does”

ing of ST and TT segments, separated by pauses during the translation process”.
In Figure 2, the pauses are represented by * and their duration is 2.4 seconds, a
threshold determined by Jakobsen (2005).

First interim renditions were mapped and a new rendition was mapped onto
it every time the subjects’ keystrokes showed indications of recursiveness, such
as deletion, backspacing, and mouse clicks, that were related to attempts at con-
struing or revising meaningful forms. The mapping concluded when subjects
arrived at a final rendition in the TT. In Figure 2, for instance, the first rendition
is “porque uma bola [why a ball]” (corresponding to micro-units M1 and M2),
and the second rendition is “porque a bola [why the ball]” (micro-unit M3), since
replacing the indefinite article “uma” with the definite article “a” was consid-
ered a meaningful change. Different renditions could also be found within the
same micro-unit as in M5, in which the subject first replaced “porque [why]” (ren-
dered in M1) with “como [how]”, and then rendered back “porque”. Notice that
non-meaningful changes, such as correcting typos (as in M1: “poruq” instead of
“porqu[e]”), were not identified as new renditions.

Each rendition had its grammatical metaphoricity level determined. The met-
aphoricity level of the first rendition was compared to that in the ST, and the
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metaphoricity level of the last rendition was compared to that in the ST and
the first rendition.! Instances of ‘literal’ translation were identified when the
metaphoricity levels tended to be analogous to that in the ST, instances of ex-
plicitation were ascribed to reduced metaphoricity levels, i.e. de-metaphorisa-
tion. Implicitation was considered the opposite of explicitation and ascribed to
instances of increased metaphoricity levels.

Descriptive statistics (mean, standard deviation, and absolute and relative num-
bers) was used to explore the data. For some of the variables, we ran, when-
ever possible, non-parametric tests, namely Mann-Whitney U test or Fisher’s
exact test, using SPSS v. 17.0. The significance level was set at p<0.05. The tests
were aimed at comparing ST versions (A and B), subjects’ nationality (as a proxy
for language pair), profile (translators/field specialists), metaphoricity level of
the first rendition compared to that of the ST (analogous or non-analogous as
proxies for ‘literal’ translation and explicitation/implicitation, respectively), and
metaphoricity level of the final rendition compared to that of the ST (analogous,
higher or lower as proxies for ‘literal’ translation, implicitation and explicitation,
respectively) and that of the first rendition (analogous or non-analogous).

Since first and interim renditions are on-going solutions, distinguishing (or
rather predicting) de-metaphorisation or metaphorisation (which fairly depends
on further choices within a sentence) was not possible to all variants, and there-
fore the analysis was restricted to determining analogous or non-analogous ren-
ditions. Metaphorisation at a certain point may be followed by de-metaphorisa-
tion further in the sentence, and vice-versa.

In other words, this method ignored changes in interim renditions when the
final solution was arrived at the third or further rendition (e.g., instances that first
had the same level of metaphoricity, were then modified in the interim version
and switched back again in the final version). This is a trade-off we had to make
to avoid noise in the data: as Halliday & Matthiessen (1999); Steiner (2001a,b)
predict, de-metaphorisation and metaphorisation may be necessary at a given
point of a text in order to make it in all more implicit or more explicit. Despite this

This method ignored changes in interim renditions when the final solution was arrived at the
third or further rendition (e.g., instances that first had the same level of metaphoricity, were
then modified in the interim version and switched back again in the final version). This is a
trade-off we had to make to avoid noise in the data: as Halliday & Matthiessen (1999); Steiner
(2001a,b) predict, de-metaphorisation and metaphorisation may be necessary at a given point
of a text in order to make it in all more implicit or more explicit. Despite this trade-off, we
believe this method ensured the internal validity of our experiment, since we worked with a
tendency of ‘literal’ translation in the first rendition (assuming it as a default procedure) and
had the full metaphoricity level in the final rendition.
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trade-off, we believe this method ensured the internal validity of our experiment,
since we worked with a tendency of ‘literal’ translation in the first rendition
(assuming it as a default procedure) and had the full metaphoricity level in the
final rendition.

« literal translation, as a default translation procedure, minimises cognitive
effort;

» translating more implicit realisations in the ST requires explicitation on
the translator’s part, which entails an effortful translation procedure.

Hypothesis (1) was expected to be confirmed through (1.1) a greater number
of final solutions that were arrived at in the first rendition tendency to keep the
metaphoricity level of the ST in both first and final renditions and (1.2) higher
values for measures number of renditions, pauses per word, drafting duration per
word and micro-units per words in the production of non-analogous renditions.
Hypothesis (2) would be confirmed through higher values for measures number
of renditions, pauses per word, drafting duration per word and micro-units per
words in the translation of more metaphorical variants.

Analyses for ST version (A or B), subject profile (professional translator or
field specialist) and subject nationality (Brazilian or German) were expected to
provide further insight into the matter. More specifically, we tested if those in-
dependent variables could (also) have an impact on the results.

4 Results and discussion

Table 1 shows the number of renditions till a final solution was arrived at by the
two groups of subjects for the variants in each ST version used in the experiment.

The first rendition was frequently the final solution in the experiment with
this occurring in 55% of the renditions for variants in both versions A and B
among the Brazilians and at least 40% of the renditions among the Germans.
Mann-Whitney U test pointed to no significant differences between versions A
and B (p=0.235 among Brazilians; p=0.253 among Germans), but to significant
differences between different nationalities (p=0.004). This may be interpreted as
evidence of a tendency for the final solution to be the first rendition in both na-
tionality groups, though the Brazilians tended to resort to such a strategy even
more often. Since extending the final solution to the fourth or further rendition
seemed to be rarer among the subjects, this is a potential threshold to be used in
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Table 1: Absolute and relative numbers of final solutions arrived at in

the nth rendition per text version and subject nationality

Final solution arrived at in the ...

Version A variants

Version B variants

Brazilians Germans Brazilians Germans

n %% n % n % n %
... first rendition 44 55.00 33 41.25 44 55.00 32 40.00
.. second rendition 15 1875 24 30.00 23 2875 18 22.50
... third rendition 6 750 12 15.00 8 10.00 16 20.00
... fourth rendition 8 10.00 4 5.00 3 3.75 7 8.75
... fifth rendition or further 7 8.75 7 8.75 2 2.50 7 8.75

further studies as indicative of additional cognitive effort to produce the trans-

lated text.

Table 2 further explores general data in Table 1 to provide the results for the
nth renditions and final solutions per subject nationality, subject profile, and
metaphoricity level of the variants in the ST.

Table 2: Absolute and relative numbers of final solutions arrived
at in the nth rendition per subject nationality, subject profile and
metaphoricity level compared to that in the ST (7: high metaphoric-

ity level variants; |: low metaphoricity level variants)

. ) . Brazilians Germans

Final solution arrived

at in the ... Field Specialists ~ Translators Field Specialists ~ Translators
T U U L7 !

...first rendition 22 19 26 21 20 19 16 10

...second rendition 10 8 8 12 10 10 9 13

...third rendition 2 3 1 3 7 6 7 8

...fifth rendition or further 4 3 - 1 1 4 4 5

In Table 2, it is to be noted that instances of high metaphoricity levels in the
ST did not result in a higher number of renditions till the final solutions were
arrived at than the instances of lower metaphoricity levels. The number of final
solutions arrived at in the first renditions was higher among the variants with
higher metaphoricity levels, regardless of profile and nationality. The difference,
however, was not statistically significant.

Table 3 provides results on the metaphoricity level of the first renditions com-
pared to their respective ST variants. Results are split by nationality and ST

version.

165



Igor A. Lourenco da Silva & Adriana Silvina Pagano

Table 3: Absolute and relative numbers of first renditions with analo-
gous or non-analogous metaphoricity levels compared to those in the
ST per subject nationality and source text version variants

Metaphoricity level of 1st rendi- Brazlians Germans
tion compared to that in the ST Version A Version B Version A Version B
variants variants variants variants
n % n % n % n %
Analogous 57 71.25 67 83.75 58 72.50 65 81.25
Non-analogous 23 28.75 13 16.25 22 2750 15 18.75
Total 80 100.00 80 100.00 80 100.00 80 100.00

As shown in Table 3, the metaphoricity level of the first solution tended to be
analogous to that in the variants in both ST versions. That was so in 70% of the
sample. Fisher’s exact test indicates that the difference of 12.5 percentage points
between the ST versions is significant among the Brazilians (p=0.044), whereas
the difference of 9.25 percentage points is not among the Germans (p=0.130).

The difference in the numbers of analogous and non-analogous renditions be-
tween the two ST versions may be ascribed to the Brazilians’ performance in vari-
ants 5 and 8 and the Germans’ performance in variant 8, because, as discussed in
da Silva (2012), the metaphorical versions of these two variants required subjects
to cope with complex translation problems related to typological and registerial
differences between source and target languages. As such, they needed to be
de-metaphorised, i.e., be made more explicit in the TT.

Excluding from the sample variants 5 and 8 from both text versions A and B
(cf. Table 4), the difference between the versions is no longer significance among
both Brazilians (4.25 percentage points) and Germans (3.62 percentage points),
with p=0.317 and p=0.413 among Brazilians and Germans, respectively. In other
words, when highly influential typological and registerial differences are not at
play, the first renditions do tend to have explicitness levels analogous to those in
the ST wordings.

Table 5 shows to what extent the tendency for first renditions to have meta-
phoricity levels analogous to those in the ST is also observed in the final solutions.
The number of first renditions with metaphoricity levels analogous to those in
the ST is divided by the number of final renditions with metaphoricity levels
analogous to those in the ST.

As shown in Table 5, final solutions have metaphoricity levels analogous to
those in first renditions compared to the their ST counterparts. Such a tendency
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Table 4: Absolute and relative numbers of first renditions with analo-
gous or non-analogous metaphoricity levels compared to those in the
ST per subject nationality and text version (excluding variants 5 and 8
from both versions)

Metaphoricity level of 1st rendi- Brazilians Germans
tion compared to that in the ST Version A Version B Version A Version B
variants variants variants variants
n % n % n % n %
Analogous 55 86.00 52 8175 52 8175 50 78.13
Non-analogous 9 1475 12 18.25 12 18.25 14 21.78
Total 64 100.00 64 100.00 64 100.00 64 100.00

Table 5: Tendency of keeping the metaphoricity level of the source text
in both first and final renditions (excluding variants 5 and 8 from both

versions)
Brazilians Germans
Version A Version B Version A Version B
n %o n o n %o n %o
49/55 89.00 48/52 92.31 50/52 96.10 47/50 94.00

was of at least 89% considering only analogous renditions and at least 73% con-
sidering the lowest number (47) of analogous renditions and the total number of
renditions (64 for Germans’ translation of version B, excluding variants 5 and 8).

Subtracting divisors from dividends in Table 5 we obtain the number of final
renditions having metaphoricity levels analogous to those in the ST though not
necessarily so in first renditions. In total, that was the case of 15 (23%) final rendi-
tions. This indicates that no more than 23% of the total number of revisions made
during a translation task has to do with metaphoricity changes, the remaining
77% being mostly related to changes in lexis rather than in grammar.

Table 6 provides the absolute and relative number of final solutions comparing
their metaphoricity levels to those in the ST.

Confirming previous results provided above, Table 6 shows that at least 76.56%
instances of the variants were rendered with metaphoricity levels analogous to
those in the ST (i.e., ‘literal’ translation). This seems to corroborate Tirkkonen-
Condit (2005) and to provide further food for thought regarding the concept, use-
fulness and potential role of ‘literal’ translation forin both humans and machines
translation (e.g. Chesterman 2011; Carl & Schaeffer 2014; Halverson 2015).
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Table 6: Absolute and relative numbers of first renditions with analo-
gous or non-analogous metaphoricity levels compared to those in the
ST per subject nationality and metaphoricity level (excluding variants
5 and 8 from both versions; T: high metaphoricity level variants; |: low
metaphoricity level variants)

Metaphoricity level of 1st Brazilians Germans
rendition compared to
that in the ST f ! f l

n % n % n % n %

Analogous 49 76.56 50 78.13 50 7812 51  79.69
Higher 8 1250 12 18.75 7 10.94 8 12.50
Lower 7 10.94 2 3.12 7 10.94 5 7.81
Total 64 100.00 64 100.00 64 100.00 64 100.00

In addition, the results point to a slight tendency for decision making to in-
volve metaphorisation (implicitation, metaphoricity level higher than that in the
ST) rather than de-metaphorisation (explicitation, metaphoricity level higher
than that in the ST), namely 29 instances of metaphorisation (11 among physi-
cists) vs. 27 instances of de-metaphorisation (121 among translators), with no
differences significantly ascribable to subject profile (Fisher’s exact test: p>0.05).
This seems to support da Silva’s (2007), Liparini Campos’s (2008, 2010) and Pa-
gano & da Silva’s (2010a) findings though run counter Hansen’s (2003) findings.

In order to investigate whether ‘literal’ translation is a cognitive effort-minim-
ising strategy and explicitation and implicitation require more cognitive effort, a
close look at Table 7 can be enlightening. Table 7 shows the means and standard
deviations of four variables (number of renditions, pauses per word, drafting time
per word, and micro-units per word) per metaphoricity level of the ST variant,
ST version, subject profile, and subject nationality.

The significance analysis of the data summarised in Table 7 points to no signif-
icant differences (p>0.05) for the variables when comparing within metaphoric-
ity level and within ST version. The result for ST version is reasonable, since
versions A and B were carefully manipulated to be strongly comparable. How-
ever, the finding for metaphoricity level somehow came as a surprise, since we
expected that translating more metaphorical variants would be more effortful
than translating less metaphorical variants. For two variables (number of rendi-
tions and micro-units per word), it was even more effortful to translate the less
metaphorical variant. A potential explanation may be the fact that congruent
sentences are not those with best readability (Wolfer et al. 2015), but this should
be further investigated for the data in question.
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Table 7: Mean and standard deviation of cognitive effort measures per
metaphoricity level of the source text variant, source text version, sub-
ject profile, and subject nationality

Metaphoricity

level of the Source text version Subject profile Subject nationality
Variable ST variant

T l A B Translators  Field Specialists  Brazilians ~Germans
Number of 1.94/138 216/138 210/147 2.00/128 2.08/134 2.02/1.42 1.89/136  2.21/1.38
renditions
Pausesper  1.59/2.08 153/156 1.62/220 1.51/139 1.27/1.48 1.86 / 2.10 1.43/211  1.69/1.51
word
Drafting 6.84/6.37 6.51/4.74 6.67/6.43 6.68/5.61 549/4.19 7.87/6.53 5.87/5.60 7.49/5.52
duration
per word
Micro-units 0.47/0.30 0.53/0.89 0.52/0.89 0.49/0.33 0.44/0.31 0.57/0.89 0.49/0.89 0.52/0.33
per word

As for the subject profile, the differences are significant (p<0.05) for all vari-
ables but number of renditions, i.e., translators were faster than the field spe-
cialists, since the translators had fewer pauses, rendered words within a shorter
interval, and needed less micro-units to accomplish the translation of each vari-
ant. These results are indicative of translation competence (Alves & Gongalves
2007; PACTE 2014).

As for subject nationality, the differences are significant (p<0.05) for all vari-
ables, i.e., the Brazilians were faster than the Germans when rendering the vari-
ants under scrutiny. These differences should be further explored, and may be
ascribable to typological differences (Steiner 2001a,b), different notions of trans-
lation (Matthiessen 2001; Tirkkonen-Condit 2010) and/or differences in TT qual-
ity (Alves et al. 2014a).

A further step in our analysis was looking at the impact of the final solutions
having or not metaphoricity levels analogous to those in the ST variants. The
results are displayed in Table 8, where category ‘non-analogous’ embraces both
higher and lower metaphoricity levels in the final renditions compared to those
in the ST.

Table 8 seems to show that opting for more or less metaphorical wordings in
the TT than in the ST has processual implications. For all variables, the means
are higher when the metaphoricity level in the TT is non-analogous to that in
the ST. Bearing in mind that human beings are cognitive misers (Fiske & Taylor
1984), this result seems to corroborate that ‘literal’ translation is a default, effort-
minimising strategy, whereas alternative strategies are more cognitively effortful
(Tirkkonen-Condit 2005).
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Table 8: Mean and standard deviation of cognitive effort measures per
metaphoricity level in the final rendition compared to that in the source
text variant

Variables per variant Analogous (n = 247) Non-analogous (n=73)
Number of renditions 1.95/1.32 2.40/1.50
Pauses per word 1.46 / 1.54 1.93/2.58
Drafting duration per word  6.35/ 4.57 7.80/8.14
Micro-units per word 0.50/0.74 0.52/0.33

5 Final remarks

We set out this study aiming to test two hypotheses, namely:

« literal translation, as a default translation procedure, minimises cognitive
effort;

« translating more implicit realisations in the ST requires explicitation on
the translator’s part, which entails an effortful translation procedure.

Overall the results point to the independent variable (ST level of grammatical
metaphoricity) as having little or no impact on our dependent variables (i.e., num-
ber of renditions, total drafting time, number of pauses, and number of micro-
units). In other words, subjects do not seem to show more or less effort spent to
translate a more or less metaphorical version of the ST. Our data suggest, how-
ever, that they do seem to invest more effort to change the level of grammatical
metaphoricity of their own previous solutions in cases of multiple interim rendi-
tions.

In other words, the results confirm hypothesis (1) that the production of TT
with lexico-grammatical realisations analogous to those in the ST is a default
procedure and requires less cognitive effort. Nevertheless, they do not confirm
hypothesis (2) that more metaphorical variants in the ST require more cogni-
tive effort than the congruent variants. Returning to Tirkkonen-Condit’s (2005)
Monitor model, this additional effort may be ascribed to ‘literal’ translation as a
default procedure and to the activation of the monitor mechanism as an effortful
event. That seems to be much so that the variants that led to the highest occur-
rences of de-metaphorisation were those having to do with constraints due to
typological and registerial differences between source and target languages and
revisions tended to involve changes in the lexical rather than in the grammatical
pole.
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6 Cognitive effort and explicitation in translation tasks

De-metaphorisation as an inherent property of translation has been probed in
experimental studies of the translation process by da Silva (2007; 2012); Alves
et al. (2010; 2011; 2014a,b). All these studies have relied on the present data to
account for different aspects of the translation process, providing comparable
analyses that complement each other. As stated in Alves et al. (2014a,b), however,
more fine-grained data including analyses of the TT should be incorporated to
cast further light on the role of explicitation in translations tasks. Besides, the
role played by subject profile and subject nationality (as a proxy for language
pair) remains poorly explored and should be addressed more deeply. Yet, we
believe that our effort to carry out such an extensive study will provide further
insight on cognitive aspects of the translation process and encourage collabora-
tive work as the one involved in the experiment design and data collection.
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Chapter 7

Changes of word class during
translation — Insights from a combined
analysis of corpus, keystroke logging
and eye-tracking data
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Drawing upon the data collected in a translation experiment, this study combines
product- and process-based analyses of translations with a focus on word class
shifts. The keystroke logged translation corpus used in the paper consists not only
of source and target texts, but also of the corresponding log files of the transla-
tion process data. Thus, in addition to the analyses of the final translation prod-
ucts, this corpus allows us to study changes of word class in the intermediate
versions present during the translation process. We also use the complementary
eye-tracking data to test our initial assumptions about the cognitive processing
associated with nouns, verbs and shifts between these two word classes.

1 Introduction

Over the last decades, laboratory experiments have been increasingly employed
in translation studies to investigate research questions related to the translation
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I (eds.), Empirical modelling of translation and interpreting, 177-208. Berlin: Language
Science Press.
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process (for an overview see e.g. Gopferich 2008). In addition, a number of stud-
ies have shown that a combination of process- and product-based analyses of
the data collected during such experiments may provide new insights into the
nature of translations, for instance by treating keystroke logs as a corpus (Alves &
Magalhies 2004; Alves & Couto-Vale 2009; 2011; Serbina, Niemietz & Neumann
2015; Serbina, Niemietz, Fricke, et al. 2015). Keystroke logging data contains all
the keystrokes and mouse movements produced while writing on a computer.
This information can be linked to eye-tracking data to establish not only what
an experiment participant was typing but also what stretches of text s/he was
looking at (Carl & Jakobsen 2009). In purely process-based analyses, this type
of data is often studied by comparing writing and reading behavior of individ-
ual participants on a rather global level, i.e. the source texts and the produced
translations are analyzed with a fairly general look at linguistic phenomena (e.g.
Dragsted & Hansen 2008, Pavlovi¢ & Hvelplund Jensen 2009, Hvelplund Jensen
2011). A corpus perspective on the keystroke logs, which are enriched with lin-
guistic annotation and alignment between source and target texts, allows for sys-
tematic querying and subsequent quantitative as well as qualitative analyses of
linguistic phenomena as they occur in translations across multiple participants.
The present study aims at investigating word class shifts in translations using
a keystroke logged translation corpus (Serbina, Niemietz & Neumann 2015). As
discussed in §2, word class shifts could be indicative of deeper changes between
source and target texts. Focusing on the word classes of nouns and verbs, our
analyses take into account not only translation shifts between originals and the
final translation products but also changes visible in the numerous intermediate
versions, which are variants of the produced text identified at different points
during the translation process. Including the intermediate versions allows us to
also examine changes that occur within the intermediate versions but are dis-
carded in the final translation, information that adds to our understanding of po-
tential causes of these shifts, their existence having been shown in exploratory
analyses of keystroke logging data (e.g. Alves et al. 2010). This makes it possible
to perform more detailed analyses of the word class shifts. The eye-tracking data
adds information that is used to infer the amount of cognitive effort involved in
such linguistic changes. The analyses draw on the word class or part of speech
annotation and word level alignment available in our corpus. The remainder of
the paper is structured as follows. An overview of the theoretical background
relevant for the present study is given in §2, and §3 introduces the methodology
for obtaining the experimental data analyzed in this paper. §4 and §5 describe the
results, related both to the traditional corpus analyses of shifts between source
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7 Changes of word class during translation

and target texts (§4) and also to additional investigations which can be conducted
only with the corpus containing translation process data (§5). §6 contains con-
cluding remarks and an outlook on further research.

2 Theoretical background

The analysis of translation shifts, i.e. departures from a direct or literal transla-
tion, is a long-standing research topic in translation studies (cf. Cyrus (2009) for
arecent state of the art). Changes in the grammatical category of individual word
tokens are referred to as grammatical shift (Catford 1965) or transposition (Vinay
& Darbelnet 1995). A typical example of a change in grammatical category is the
change in word class, as in example (1) where the verb behaves is translated by
the noun Verhaltensweise (‘behavior-way’). Both items share an equivalent lexi-
cal base ({behav} and {verhalt}).

(1) EO: Crumpling a sheet of paper seems simple and doesn’t require much
effort, but explaining why the crumpled ball [behaves] the way it does is
another matter entirely.

GTrans: Ein Blatt Papier zusammen zu kniillen, erscheint einfach und
erfordert wenig Anstrengung; die [Verhaltensweise] des Papierkniuels
zu erkliren, ist dagegen eine véllig andere Sache. (KLTC PROBRAL GT7)

Vinay & Darbelnet (1995) and Newmark (1988) approach such shifts from the
point of view of procedures (to be) used by the translator in those cases where
a direct translation is not desirable or otherwise impossible. At the same time,
the investigation of translation shifts is also adopted in descriptive analyses of
translation corpora with respect to differences between source and target texts
(e.g. Cyrus 2006, Culo et al. 2008). What these studies have in common is that
linguistic units are examined more or less in isolation (with the exception of
Cyrus who analyses predicate-argument structures). In contrast, Steiner (2001)
suggests that there is systematicity in which shifts occur in which direction by
linking some high-level assumptions about typological differences between En-
glish and German to expected shifts in word class. More specifically, he links

!In all examples taken from the analyzed translation experiment, we use the following nota-

tion: KLTC - Keystroke logged translation corpus, GT1-GT8 - experiment participants from
the group of German professional translators, GP1-GP8 - experiment participants from the
group of German physicists, EO - English original, GTrans_i - an intermediate version of the
German translation, GTrans - the final version of the German translation.
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Hawkins’ (1986) idea of a more direct mapping of semantics on grammar in Ger-
man as opposed to English with the systemic functional notion of grammatical
metaphor (see below), and comes to the conclusion that translators will tend
to go for a closer match between semantics and grammar in the translation di-
rection English to German by reducing the level of grammatical metaphoricity,
which is then observable, for instance, in the form of shifts from nouns to verbs.
While this hypothesis clearly has some appeal, Culo et al. (2008) report results
of transposition in aligned word pairs from the CroCo Corpus (Hansen-Schirra
et al. 2012) which run counter to Steiner’s hypothesis. Although they do report a
proportion of noun to verb shifts of almost 5% of all transpositions in the transla-
tion direction English to German in one of the eight CroCo registers, shifts from
verbs to nouns account for roughly 24% of the transpositions.

One factor potentially explaining this discrepancy between Steiner’s hypothe-
sis and the actual frequencies is that Steiner did not take into account the actual
distribution of word classes in English and German. In his overview of the dis-
tributions in the CroCo Corpus, the German part of the corpus is reported to
have more nominal word classes, whereas English has more verbal word classes
(Steiner 2012: 80). Overall, Steiner concludes that nominal word classes includ-
ing nouns, pronouns, adjectives and adpositions account for a slightly higher
share of word classes in the German subcorpus in comparison with the English
subcorpus than verbal word classes (verbs, adverbs and conjunctions), where the
proportions are reversed. The relationship also applies to verbs only. As to nouns,
Steiner reports somewhat lower percentages in the German than in the English
subcorpora. However, divergences in spelling conventions were not taken into
consideration in Steiner’s analysis. These do not affect the verb count, but have
an effect on nouns. While compounds in German are usually written as single
word tokens which also appear as single tokens in the automatic tokenization,
compounds in English are usually written as separate tokens and are hence also
tokenized, tagged and counted separately. This well-known difference leads to
skewed counts where a compound in English is counted as two word tokens,
while its equivalent in German is counted as just one token even though it may
consist of equivalent individual nouns.

A cursory look at aligned nouns in the CroCo Corpus (see Table 1) shows that
in most cases the English translation consists of at least one more token.

The higher proportion of nouns in the English subcorpus can, therefore, partly
be accounted for by differences in spelling conventions. However, there is no sim-
ple computational solution to this problem: The linguistically soundest way to
making English and German compounds comparable would be to identify those
English compounds spelled as separate words and count them as one word token.
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7 Changes of word class during translation

Table 1: Equivalents of German compounds from the CroCo Corpus

No. German Tokens English translation Tokens
1 Soziale Marktwirtschaft 2 social market economy 3
2 Systemwechsel 1 system change 2
3 Fremdsprachenkenntnisse 1 knowledge of foreign languages 4
4  Aufzugtiir 1 lift door 2
5 Fallhohe 1 depth of the fall 4
6 Innenstadt 1 city center 2
7 Haarnetz 1 hairnet 1
8 Kaschmirpullover 1 cashmere sweater 2

However, this task is far from straightforward both linguistically — Biber et al.
(1999: 589) call the distinction between phrases and compounds a cline — and
computationally, as there is not all that much systematicity even in the spelling
conventions. A search for hairnet, hair net and hair-net in the COCA Corpus
(Davies 2008: ongoing), for instance, retrieves 74 hits for the single token, 31 for
the version spelled as two tokens and one hit for the hyphenated compound. In
contrast, the query for all three spellings of city center retrieves 62 hits for the
single token spelling, 628 hits for the two tokens version and 15 hits for the hy-
phenated spelling. While we may safely assume the hyphenated spelling to occur
with consistently lower frequencies, single word and two word spellings appear
to alternate. The computational handling of multiword expressions in English is a
longstanding issue that continues to receive much attention.? An alternative and
more feasible approach is to chunk compounds into individual word tokens, i.e.
to make German more similar to English. However, this, too, is not entirely un-
problematic because some compound nouns are lexicalized. Thus chunking them
into their component parts would also break the compound’s meaning (see Fig-
ure 1, where e.g. corpus position 223044, i.e. Fuf3gdngerbriicke ‘pedestrian bridge’,
displays a potential case of lexicalization whose chunking may be disputed). It
therefore makes sense to accept the limitations of the naive noun count based on
automatic tokenization. Nevertheless, this naive count could be enriched with
additional counts to give at least an estimate of the skew introduced by the di-
verging spelling conventions. For the purpose of this paper we therefore counted
compound chunking and noun-noun sequences in the CroCo Corpus.

2The Association for Computational Linguistics maintains its own Special Interest Group on
Multiword Expressions. For an overview see Sag et al. (2002), who tellingly entitle their paper
“Multiword Expressions: A pain in the neck for NLP”.
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In addition to part of speech tagging in both languages®, the annotation of the
CroCo Corpus includes compound chunking as part of the morphology anno-
tation (Hansen-Schirra & Neumann 2012). We queried 110 English original texts
and their matching German translations, and 121 German original texts and their
English translations from eight registers for the number of noun tokens contain-
ing chunking in the morphology annotation. As can be seen from the selected
query hits in Figure 1, the query retrieves quite a number of relevant hits as
well as cases which would not lead to a higher count of nouns because the com-
pounded element is not a noun (e.g. corpus positions 670, 1144, 223049).* It also
becomes clear that not all chunked word tokens are limited to just one additional
noun, thus increasing the number of nouns by more than one (e.g. corpus posi-
tions 325, 898).

100:  <Systemwechsels/system#wechsel>
223:  <Exportweltmeisterschaft/exportieren#welt#meisterschaft>
260:  <Erfolgsgeschichte/erfolg#geschichte>
304: <Worterbuch/wort#buch>
317:  <Mittelstand/mittel#stand>
325:  <Beitragsbemessungsgrenze/beitrag#bemessung#grenze>
328:  <Superstar/super#star>
618:  <Geistesblitz/geist#blitz>
670:  <Solidargemeinschaft/solidarisch#gemeinschaft>
898:  <Bundeskartellamt/bund#kartell#amt>
926:  <Produktivitatspeitsche/produktivitat#peitsche>
1084:  <Nachtwiachterstaat/nacht#wéichter#staat>
1144:  <Rundumversorgung/rundum#versorgung>
222710:  <Schweizertal/schweizer#tal>
222729:  <Kaiser-Wilhelm-Denkmal/kaiser#Wilhelm#denkmal>
222838:  <Bergbaumuseum/berg#bau#museum>
222962:  <Lahn-Uferpromenade/Lahn#ufer#promenade>
223044: <Fufigangerbriicke/ful#génger#briicke>
223049:  <Experimentierfreude/experimentieren#freude>

Figure 1: Selected query hits of noun tokens containing chunking in
the morphology annotation

3All analyses of word classes discussed here are based on automatic part of speech tagging
(Hansen-Schirra & Neumann 2012). The annotation categories will possibly differ in their con-
ceptualization across languages. The advantage of this language-internal tagging is that the
annotation is adapted to (or, in technical terms, trained on) the characteristics of the respec-
tive language. As a consequence, the results reflect the contrastive differences between the
languages — provided the automatic tagging is correct. For estimates of the tagger accuracy
across the CroCo registers see Hansen-Schirra & Neumann (2012: 50-52)

4Compound chunking after the slash is represented by lexical bases separated by hashes.
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The results summarized in Table 2 can therefore only provide a rough indica-
tion of the differences between English and German. Moreover, it is well possible
that the automatic morphology annotation with MPRO Maas (1998) reaches dif-
ferent degrees of precision and recall in the two languages.

Table 2: Mean frequencies of verbs, nouns, compounds and noun-noun
sequences in the texts of the CroCo Corpus reported as percentages of

all tokens
verbs nouns compound noun-noun
nouns sequences
English originals 14.97 26.66 0.13 4.63
German originals 11.97 24.10 6.33 1.58
English translations ~ 14.16 25.72 0.11 4.36
German translations 12.58 24.77 5.28 1.77

The percentage of verb part-of-speech tags displayed in Table 2 is in line with
the numbers of Steiner (2012). The Fisher’s exact test performed on the raw fre-
quencies of verbs in the English and German originals cross-tabulated with all
other word classes shows that the English original texts have significantly more
verbs (42,746 /243, 475) than the German texts (35, 471/253, 019;p < .001,df = 1).
This is partly to be explained by the reliance of English on non-finite subordina-
tion, which is not of equal importance in German (see Konigs (2011) for a collec-
tion of examples). The noun counts in Table 2 seem to paint a different picture.
German original texts have a lower percentage of nouns than the English origi-
nal texts. However, the number of compounds shows a clear, but unsurprising
tendency of the German texts to rely more on nominal expressions than the per-
centage of nouns alone suggests. The share of noun-noun compounds spelled
as one word actually increases the noun count, because each true noun-noun
compound consists of (at least) two nouns®. Moreover, noun-noun sequences
written as separate words will partly represent compounds, at least in English.
While they do not increase the percentage of nouns, because each tokenized word
tagged as a noun is already included in the percentage, their relative frequency
provides an indication of the role they play in each language and hence facilitates
a better estimate of the underlying distribution of nouns.

3 Although the CroCo Corpus contains morphology annotation, which includes the compound
chunking discussed in connection with Figure 1, the chunked items are not annotated for part-
of speech and are thus not included in this count.
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Even if we distrust the frequency of compounds and assume that half of the
hits are combinations of the head noun with some other word class and that
there are no combinations of more than two nouns in the compounds, there is
still a slightly higher frequency of nouns in German (24.10% plus at least 3%
of compound nouns) than in English (26.66% plus less than 0.1%). Additionally,
and again being conservative, at least some of the noun-noun sequences will
probably represent compounds that would be written as one token in German
and therefore would reduce the overall number of nouns in English.

To sum up, the results suggest that German not only has a lower frequency of
verbs but also a higher frequency of nouns. The analysis is further strengthened
by Steiner’s analysis of nominal versus verbal parts-of-speech referred to above.
In an explorative study of the CroCo corpus, Steiner (2012: 80) suggests that while
German in total appears to have a higher percentage of nominal parts-of-speech
(51.58% versus 49.72%), English is characterized as having a higher percentage
of verbal parts-of-speech (24.27% versus 21.64%). These results also corroborate
Culo et al’s (2008) findings based on the analysis of aligned pairs, which showed
that there is a directionality effect in shifts in word class. According to their
results, more verbs are changed into nouns in the translation direction English
to German, whereas the opposite is the case in the translation direction German
to English.

At this stage the counts for translations are included in Table 2 because they
will be of use in generating hypotheses and understanding the results of our
analyses in §4 and §5. Suffice it to say that the translations in both directions
show a clear target language orientation, albeit to a somewhat reduced extent,
thus reflecting some source language shining through (Teich 2003). We would
claim that based on the frequencies reported above, the longstanding assumption
that German tends to be more nominal than English is corroborated. This is
further complemented by the lower frequency of verbs in German which in itself
suggests a different relationship between nominal and verbal word classes in the
two languages. It is safe to hypothesize on the basis of these different analyses
of the CroCo Corpus that translators are guided by the usage-based contrastive
differences and tend to make their translations of the source texts more nominal
in the translation direction English to German.

At the same time, changes between nouns and verbs are in fact only a symp-
tom of a more complex structural change as in (1) where the clausal modifica-
tion is translated by a noun phrase. A translation closer to the original could
have been [...] aber zu erkldren, warum sich das Papierknduel so verhdlt, wie es
das tut, [...]. The nominal translation is clearly shorter (only three word tokens)
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and also appears less complex on the level of clause. But condensing the event
described in the original to just the noun Verhaltensweise, a noun which then
also implies a certain temporal extension of an ongoing process, results in a
reduced amount of explicit information (Steiner 2005; Halliday & Matthiessen
1999). In Systemic Functional Linguistics this phenomenon is called grammati-
cal metaphor, a mismatch between the grammatical realization and the respec-
tive semantic structure of an event, hence the use of the notion of metaphor
(Halliday & Matthiessen 2013: 665). Unlike other related notions, such as tran-
scategorization, it goes beyond simple observations about changes in word class
by taking into account the wider grammatical and semantic context affected by
such changes. It is this richer notion which we use to explain how certain nomi-
nal contexts, especially contexts involving nominalization of ongoing events (i.e.
process nouns, cf. Fontaine 2017), can be described as more complex: they im-
ply more semantic material which, in the explicit counterpart, would have to
be expressed by a more complex grammatical structure. However, it should be
mentioned that the question of how complexity actually manifests in grammat-
ical structure is far from straightforward. In fact, it manifests at different levels
with complexity at one level often being complemented by simple structures at
another level. A higher number of verbs leads to increased complexity at the
level of the clause because each verb requires satisfying its valency. This often
goes hand in hand with reduced complexity at the phrasal level. By contrast,
packaging the same meaning into nominal structures will lead to increased com-
plexity at the phrase level with the elements associated with the valency of the
nominalized verb being integrated into the noun phrase as modifiers (see, e.g.,
Halliday 2001) or being unmentioned and thus implicit. This, in turn, often goes
hand in hand with a simpler clause structure. One might claim that a nominal-
ized noun (or more generally a process noun) itself appears simple enough and
is definitely shorter than its clausal counterpart, thus leading to reduced process-
ing effort. However, nominalizations, especially if packaged into grammatically
complex nominal structures, are further removed from what might be described
as our experience of the world, in which we tend to observe or experience events,
rather than entities (Halliday & Matthiessen 2013). Consequently, grammatical
structures which are more congruent with our experience of the world might be
easier to process. In other words, we assume that metaphoricity in this sense re-
quires more effort in decoding the combined grammatical and semantic structure
(Steiner 2001: 15, Hansen-Schirra & Steiner 2012: 258). Although Hansen-Schirra
& Steiner (2012: 260) acknowledge “complete avoidance of unpacking in cases of
highly routinized stretches of text which allow direct transfer” (see also Hansen
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2003: 145 and Tirkkonen-Condit 2005: 411), their and Steiner’s (2001) main as-
sumption is that unpacking the complex grammatical structure is the default and
that re-packaging of this structure “is cut short below the degree [of grammatical
metaphoricity] to which it might otherwise go” (Hansen-Schirra & Steiner 2012:
260).

To specify our assumptions: in general, we might hypothesize that the transla-
tor will avoid increased effort. Complex features are expected to impose higher
processing demands during translating as reflected in increased fixation dura-
tions etc. on the respective source text segments, longer pauses in text produc-
tion, etc. As noted above, we assume that grammatically metaphorical variants
involving semantic complexity in combination with syntactic complexity on the
level of nominal phrases are more difficult to process than their more congruent
versions, even though the latter are still characterized by syntactic complexity
on the level of clause. Furthermore, we assume that the reduction of semantic
and phrasal complexity is more frequent in translation than its increase because,
again, the latter is more effortful. On these grounds, it appears plausible to as-
sume that indicators of increased cognitive effort triggered by complexity asso-
ciated with grammatical metaphor can be correlated with reduced complexity in
the product. Note that this does not imply that reduction is more probable than
maintaining the level of complexity.

Classical approaches to translation shifts do not take into account specific
claims about the exact conditions under which a certain shift is more likely to
occur. Possible factors affecting the likelihood of the translator opting out of
the direct translation are contrastive differences like the ones discussed above,
which need to be acted upon either because the feature of the source text is alto-
gether ungrammatical in the target language or because the translator is (possibly
unconsciously) aware of a target language norm and adapts to it (for corpus find-
ings on norm-conforming behavior see Delaere 2015). Alternatively processing-
related factors such as lack of understanding (also of the just mentioned norms),
fatigue and time pressure (Steiner 2001) may play a role in this variation.® These
can only be assessed in a research design that also takes the translation process
into consideration.

®Note that these factors only make sense when looking at the local context of the immediate
translation process in which a translation problem occurs. All of these are liable to being fur-
ther modified (i) to ensure overall cohesion and coherence of the translation and (ii) by proof-
readers and especially editors who may not necessarily take the source text into consideration
at all as shown convincingly by Bisiada (2013).
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3 Methodology

The data used in this study was collected within the PROBRAL project,” a coop-
eration between the Saarland University, Germany and the Federal University
of Minas Gerais, Brazil (see Neumann et al. 2010). During the translation exper-
iment, participants translated a text from English into their L1 German without
time restrictions. The data from 16 participants was analyzed: eight professional
translators with at least two years of experience and eight doctoral candidates in
physics. The physicists are considered to be domain specialists, since the source
text is an adapted version of an authentic text on the physical properties of crum-
pling paper published in a popular-scientific magazine. We expected the two
groups of subjects to behave differently during the process of translation due to
higher translation expertise on the side of professional translators in contrast
to higher domain expertise on the side of physicists®. The participants were in-
structed to write a translation for another popular-scientific publication.

As mentioned in §2, we follow the framework of Systemic Functional Linguis-
tics in distinguishing between two levels of grammatical complexity: the nom-
inalization in square brackets in (3) is considered to be a more condensed and
arguably grammatically more complex version of the comparable clause in (2).
Ten item pairs (one for each condition), each representing different formulations
of the same semantic information, were integrated into two variants of the same
original text. Each of the two source texts thus contained five complex and five
simple versions of stimuli. Examples (2) and (3) show the two conditions of the
same stimulus, variant 1 in original text version 1, and the other variant in orig-
inal text version 2. Note that the present study is not limited to part of speech
shifts occurring in these stimuli, but rather we analyze part of speech shifts oc-
curring throughout the entire texts.

(2) Version 1, EO: Scientists at the University of Chicago modeled [how the
force required to compress the ball relates to its size]cjause- (PROBRAL
Source text 1)

(3) Version 2, EO: Scientists at the University of Chicago modeled [the
relation between compression force and ball size]yp. (PROBRAL Source
text 2)

The project was funded by CAPES-DAAD PROBRAL (292/2008).
8However, since the two different types of expertise are not investigated in this study, the group
of physicists can be considered to be simply a control group.
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The experiment consisted of four parts. During the so-called ‘copy test’ the
participants were instructed to re-type a short text in German. This step of the
experiment provided a baseline for the typing speed of every participant. More-
over, it allowed the participants to get used to the keystroke logging software.
The second part of the experiment involved the main translation task. While
translating one of the two source texts, participants were allowed to use the on-
line bilingual dictionary leo’. Since the keystroke logging programme and leo
windows were overlapping, the participants had to switch windows to look up a
word in leo'. The translation task was followed by two types of retrospective in-
terviews during which participants were invited to comment on their translation
and to answer a series of questions related to the stimuli.

Using the keystroke logging software Translog, version 2006 (Jakobsen & Schou
1999), all keystrokes, mouse movements and pauses were recorded for each par-
ticipant. Additional information on eye movements was collected via the remote
eye-tracker Tobii 2150. The data extraction was performed using Tobii Studio (To-
bii Technology 2012), where occurrences of verbs or nouns under analysis in the
present study, i.e. those that are shifted to another main word class in the corre-
sponding translation plus those that are included as part of random samples (see
below for more details), were identified as areas of interest.

The part of the keystroke logged translation corpus which corresponds to the
experiment described above and was used as the basis for the analysis in the
present study consists of the two versions of the source text (ST), and the 16
target text (TT) translations, totaling approximately 3,650 words in the register
of popular-scientific writing. It also contains the 16 log files of the translation
process data leading to the target texts. The STs and TTs were automatically
POS-tagged using TreeTagger (Schmid 1994). In addition, the ST and TT words
were manually aligned."! The alignment was based on the alignment guidelines
by Samuelsson et al. (2010). Cases of multiple alignment were grouped together:
for instance, if a ST word corresponds to two or three words in the translation,
it is counted as one alignment pair. Moreover, auxiliaries and main verbs were
grouped together as verbs in both the STs and in the TTs to avoid counting ana-

9https://dict.leo.org/ende/indexfde.html, accessed on 2018-09-07.

ODuring the post-processing of the eye-tracking data, the time periods during which the leo
window was active were excluded from the calculation of the eye-tracking measures. During
another experiment, we also tested how participants interact with leo when it is open in a
window positioned directly next to the Translog II window (TRICKLET, technical report in
preparation).

We gratefully acknowledge Adjan Hansen-Ampah’s support in programming an interface for
handling the manual alignment.
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lytic versus synthetic morphological representations of verbs as shifts, for exam-
ple when only one member of the translation pair contained an auxiliary whereas
the other was realized by a fusional verb form.

Source text words belonging to the main word classes noun, verb, adjective
and adverb were extracted manually, together with their aligned TT words. In
the next step, we selected all translation pairs in the analyzed data set containing
shifts between nouns and verbs for further analysis. For instance, in (4) the ST
noun application corresponds to the TT verb angewendet (‘applied’):

(4) EO:Instead of collapsing to a final fixed size, the height of the crushed
ball continued to decrease, even three weeks after the [application]noun
of weight.

GTrans: Statt zu endgiiltigen festen Grofle zusammenzufallen, nahm die
Hohe des zusammengekniillten Papierballs weiter ab, und zwar auch
noch drei Wochen, nachdem das Gewicht [angewendet ]y, wurde.
(KLTC PROBRAL GT5)

Random samples of 30 nouns and 30 verbs that do not contain a shift in the
final translation'? were also extracted, to compare the cognitive effort invested
into the translation of segments with and without shifts. Cognitive effort was
operationalized using the eye-tracking data stream through the measures of to-
tal fixation duration and fixation count (Holmgvist et al. 2011) for the selected
source text words, namely all ST nouns corresponding to TT verbs, all ST verbs
corresponding to TT nouns, and the nouns and verbs from the random samples.
Both descriptive and analytical statistics were performed using the software R
(R Core Team 2017). Moreover, we used the keystroke logs to examine whether
the translation pairs characterized by shifts between nouns and verbs lead to
intermediate translations and, if so, to which part of speech these intermediate
translations belong (§5.1).

4 Shifts between source texts and final target texts

Before concentrating on the analysis of word class changes, it is worth examin-
ing the general part of speech (POS) distribution of the main word classes (nouns,

2Random samples of 30 were considered because this number is similar to the number of shifts
between these word classes (see Table 4). In total, the analyzed data contains 776 nouns and 348
verbs that were translated by the same word classes in the final translations. These numbers
involve cases of multiple alignment (see the discussion on compound chunking above): e.g.
the two nouns paper ball are both aligned to the same noun Papierkugel, and result in two
alignment pairs without change of word class.
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verbs, adjectives and adverbs) in the two English source texts and German trans-
lations shown in Table 3.

Table 3: POS-distribution of English source texts and German target
texts

English STs German TTs

%o counts %o counts
Nouns 29.29 111/379 27.00 882/3267
Verbs 16.89 64/379 15.52  507/3267
Adjectives  10.55 40/379  9.89  323/3267
Adverbs 3.96 15/379 5.17  169/3267

Other POS 39.31 149/379 42.42 1386/3267

We can see that nouns are the most frequent word class in both English STs
and German TTs, representing 29.29% of all words in the English texts and 27%
in the German translations. Furthermore, in English originals there are not only
more verbs, but also higher proportions of nouns and adjectives than in the cor-
responding German target texts. Comparing these findings to the distribution
of nominal and verbal word classes in the CroCo Corpus as discussed in §2, the
distance between English and German is comparable and we can conjecture that
similar distributions in terms of noun-noun sequences as separate tokens in En-
glish and compounds written as single tokens in German apply.

For the categories of verbs, adjectives and adverbs, the overall hierarchy of
distribution is similar in the analyzed originals and translations. For instance, the
second most frequent word class is represented by verbs, amounting to 16.89% in
English and 15.52% in German texts.

Table 4 provides an overview of shifts between the main word classes. In total,
136 translation shifts on the level of the main word class changes were detected
in the translation products. Although the expressions im Wesentlichen and im
Grunde (genommen) (‘essentially’) were classified as prepositional phrases, they
contain nouns and verbs. For this reason, shifts to prepositional phrases were
also included in our analysis of main word classes.

The first two types of shifts, namely from verbs to nouns as well as from ad-
jectives to nouns, correspond to the two most frequent translation shifts identi-
fied for the register of letters to shareholders (SHARE) within the CroCo Corpus
(Culo et al. 2008: 50).
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Table 4: Types of translation shifts in the analyzed English-German

data
ST TT Absolute numbers % of all shifts
VERB  NOUN 38 27.94
ADJ NOUN 23 16.91
NOUN VERB 17 12.50
VERB  AD]J 15 11.03
ADV PP 14 10.29
VERB  ADV 10 7.35
NOUN ADJ 6 4.41
ADV ADJ 6 4.41
NOUN ADV 4 2.94
ADJ ADV 2 1.47
ADJ VERB 1 0.74

Table 5: Translation shifts from nouns and verbs to other main word

classes
English ST verb  English ST noun
Shifts to other word classes in the TT 63 27
No shifts to other word classes in the TT 348 776

Table 5 analyzes the ST nouns and ST verbs to assess how many were shifted to
other word classes in the target translation, and how many retained the ST word
class.”® The majority of instances of verbs (84.67%) and nouns (96.64%) found in
all originals were translated by the same word classes. Future work should ana-
lyze these alignment pairs in more detail to determine what cases could be classi-
fied as instances of literal translation (Tirkkonen-Condit 2005, Schaeffer & Carl
2013, Halverson 2015). Literal translation is understood as “T[arget] L[anguage]
version of a S[ource] T[ext] segment which is quite close, structurally and seman-
tically, to the corresponding segment in the ST” (Englund Dimitrova 2005: 232,
emphasis added). Taking into account this definition, we suggest that literality

B3The table accounts for the nouns and verbs of the originals translated by all 16 participants.
It does not contain instances of empty links, i.e. cases where a ST noun or a verb does not
correspond to any word in the translation (Culo et al. 2012), or shifts to minor word classes.
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should be studied above the word level to consider both the syntactic structure
of the aligned elements and their semantic characteristics.

The overall effect of the ST word class on the variable shifts is significant
(Fisher exact test, p = 6.245e — 13). The mosaic plot in Figure 2 shows that in
the translation direction English-German the shifts from verbs to other parts of
speech occur significantly more frequently than expected.

verb noun

Pearson
residuals:
5.9

no shift

Shifts

g—value =
.0469e-14

shift

Figure 2: Mosaic plot for shifts from nouns and verbs in the final TT

This type of shift can be explained by a contrastive feature of the language
pair English-German. As reported in §2, German shows a tendency to be more
nominal and certainly less verbal than English: thus the translations from English
into German may be influenced by the word class distribution in the German
originals. The tendency to shift from a word class that is less typical of the target
language can be linked to the translation property of normalization, according to
which translators (over-)use the linguistic features that are associated with the
target language (Baker 1996: 176).

It is interesting to observe that most of the shifts from verbs to nouns were
detected among the group of professional translators, who introduce this type of
shift 26 times compared to only 12 instances among domain specialists. Due to
the fact that the professionals translate on a regular basis, they can be expected
to be more aware of contrastive differences within the language pair and try to
adhere to the language norms of the target language. The use of normalization
is illustrated in (5):
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(5) EO:[...] a fact that [has confounded]ve, physicists.
GTrans: [...] eine Tatsache, die Physiker [zum Griibeln bringt|pp. (KLTC
PROBRAL GT3)

In (5), the professional translator shifts the verb confounded to the more nomi-
nal (zum Griibeln bringen, ‘make someone ponder [about]’). This shift, and similar
shifts from the verb confound in the English original to noun-verb combinations
in German translations, were considered to represent a shift from less to more
nominal variants and were counted among ‘v-n’ shifts. Participants also apply
shifts in the opposite direction, namely from nouns to verbs, in 17 cases. This
is also in line with Culo et al’s (2008) findings that shifts in word class occur
in both directions. They do, however, report differences in frequency with verb-
noun shifts being clearly more frequent in the translation direction English to
German. Both Culo et al. (2008) and our own results illustrate the multifactorial
character of translation due to which it is difficult to link empirical observations
unequivocally with one particular source of explanation.

(6) EO: the crumpled ball’s [behavior]|noun [---]
GTrans: wie sich die zusammengekniillte Kugel [verhalt]vem (KLTC
PROBRAL GP4)

The translation in (6) contains the verbal variant verhdlt (‘behaves’). This type
of shift seems to counteract the tendency to adapt to the target language norms
and could be due to some kind of genuine source language shining through (Evert
& Neumann 2017) not triggered by the immediate source language textual envi-
ronment but by the general activation of the source language in the translator.
It could, however, also support Steiner’s (2001) assumption that the translator
‘unpacks’ the complex variant (in (6) a noun phrase expressing a process), i.e.
links it to a simpler verbal version. The sentence pair in (6), and potentially other
instances of n-v shifts, could not be interpreted as a direct confirmation of the lit-
eral hypothesis (Tirkkonen-Condit 2005, Schaeffer & Carl 2013, Halverson 2015):
the analyzed target structure, which was produced as the first and final attempt
by the participant GP4, is not primed by the aligned source text structure but
rather in general by a structure common in the source language.

The discussion of shifts between nouns and verbs should also consider the
effect of individual lexical items in the source texts that are frequently shifted: 55
cases of shifts between the two main word classes correspond to 20 lexical items
(5 distinct nouns that are translated as verbs and 15 verbs that are translated
as nouns). Within the category noun-to-verb shifts, the noun crumpling was
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frequently shifted to a verb (41.2%, 7/17). The instance of crumpling in the first
version of the source text (see example (7)) is classified as a noun based on the
definite article preceding it and the of-genitive following it. This grammatical
construction, rather than the lexical item crumpling itself, might be the reason

for the shift in (7).

(7) EO: After the [crumpling]|noun Of a sheet of thin aluminized Mylar, the
researchers placed it inside a cylinder.
GTrans: Die Forscher [kniillten]ye.p, hierzu ein Blatt aus diinnem
aluminiertem Mylar [zusammen] und legten es in einen Zylinder. (KLTC
PROBRAL GT5)

Here, participant GT5 changed this noun to a German verb, as did six other
participants (87.5%, 7/8). The remaining participant out of the eight who trans-
lated this version of the source text introduced a different shift, translating the
noun with the nominalized infinitive das Zerkniillen (‘the crumpling’). While this
translation is certainly more literal, this nominalization strategy appears to be
less frequent. We tested this assumption by querying the DWDS corpus, more
specifically the core corpus of the 20th century (BBAW 2010), for two nominal-
ization strategies. The query for the sequence of the definite article das followed
by a noun ending in -en returned 80,897 hits. To compare, the query for the def-
inite article die followed by a noun ending in -ung returned 306,945 hits. Both
queries do not target all the relevant cases, e.g. nouns preceded by demonstrative
or personal pronouns, and potentially involve false hits, but these numbers give
us an idea of the relative frequency of the nominalized infinitives.

Among the shifts from verbs to nouns, the verb modeled is shifted most fre-
quently (18.4%, 7/38). Example 8 illustrates the most typical translation of this
verb — the noun Modell (‘model’).

(8) EO: Scientists at the University of Chicago [modeled]yerp the relation
between compression force and ball size.
GTrans: Wissenschaftler der Universitit Chicago bauten im [Modell|noun
nach, wie sich die zum Zusammenpressen des Papierballs erforderliche
Kraft im Verhiltnis zu seiner Grofle verhalt. (KLTC PROBRAL GT1)

The verb modeled is present in both versions of the source text. Thus this
particular shift is present in slightly less than half of the translations (43.8%, 7/16).
However, it is interesting to observe that all of the seven instances can be found in
the data of professional translators, while all eight domain specialists translated
the verb using the German verb modellieren (‘model’). This could be due to a
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meaning difference between the English verb and its German cognate, with the
German verb taking the more concrete meaning of shaping or sculpting. The fact
that domain specialists tend to keep the verb could be arguably due to the use
of loan translations in the hard sciences and thus re-introducing loan words to
German. However, this intuitive assumption should be further tested in future
studies.

It is also worth considering the second most frequent shift from verbs to nouns
(15.8%, 6/38), namely from the infinitive compress, as shown in (9). Since this
particular instance of the verb occurs only in one of the two versions of the source
text in our experiment, it was changed in 75% of all cases (6/8). Two professional
translators and two domain specialists chose to translate the infinitive compress
by a nominalized infinitive, Zusammendriicken, whereas two other participants
selected the noun Kompression.

(9) EO: Scientists at the University of Chicago modeled how the force
required to [compress]yerp the ball relates to its size.
GTrans: Wissenschaftler der University of Chicago haben untersucht, in
welchem Verhiltnis die zum [Zusammendriicken|noun des Papierballs
erforderliche Kraft zu dessen Grofie steht. (KLTC PROBRAL GT7)

Table 4 also contains a shift from adverbs to prepositional phrases (see dis-
cussion of example (5) above). This shift occurs 14 times in total but all of these
cases can be traced back to the same lexical item in the English original, the ad-
verb essentially. While 14 participants translated this adverb into one of two fixed
expressions in German, namely im Wesentlichen and im Grunde (genommen), two
remaining participants opted for the adjectives grundsdtzlich and prinzipiell in
their translations. This English adverb potentially does not have a literal trans-
lation equivalent in German, so that a part of speech shift is very likely to take
place.

With respect to translation shifts, the analysis of English originals and their
German translations produced within our experiment has shown similar tenden-
cies to those based on the CroCo Corpus, especially to Culo et al. (2008). Par-
ticipants frequently change ST verbs to TT nouns, thus selecting the word class
typical for the target language. However, this investigation has also indicated
that there are some differences in the frequency of the verb-noun shift depend-
ing on the group of participants, professional translators being more likely to
change verbs into nouns. In the next section we will examine whether this type
of shift is associated with particular phenomena during the translation process.
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5 Process-based analysis

The process-based analysis is divided into two parts. In a first step, we use
keystroke logging data to enrich the product-based discussion by qualitatively
analyzing intermediate versions of translation shifts between nouns and verbs.
Secondly, we examine the amount of cognitive effort associated with the trans-
lation of different parts of speech in general and with translation shifts in partic-
ular.

5.1 Word class changes in the intermediate versions

Drawing on the intermediate translation versions recorded via keystroke logging,
we analyzed the verb to noun and noun to verb shifts in more detail. Among the
38 verb to noun shifts, here was a single case in which the verb was translated
to a noun, only to be shifted to another noun at a later point, thus producing
a translation version chain verb-noun-noun. In contrast, three ST verbs were
first translated into verbs before being changed into nouns at a later stage, as
illustrated in (10):

(10) EO: Crumpling a sheet of paper seems simple and doesn’t require much
effort, but explaining [why the crumpled ball [behaves]ye, the way it
does]clause 1S another matter entirely.

GTrans_i: Ein Blatt Papier zusammen zu kniillen, erscheint einfach und
erfordert wenig Anstrengung, jedoch zu erkliren, [warum das
Papierknéuel sich so [verhalt]yerp, wie es das tut]cause, ist eine vollig
andere Sache.

GTrans_f: Ein Blatt Papier zusammen zu kniillen, erscheint einfach und
erfordert wenig Anstrengung; [die [Verhaltensweise|Noun des
Papierknéuels|np zu erkléren, ist dagegen eine vollig andere Sache.
(KLTC PROBRAL GT7)

First, the original ST verb behaves is literally translated by the reflexive verb
sich verhalt (reflexive pronoun + ‘behaves’). Both verbs are integrated into clauses
and thus correspond to the grammatically simple variants. At this point, no trans-
lation shift at the level of word classes and no shift in grammatical complexity has
occurred. However, the verb sich verhdlt is not present in the final TT. Instead,
the verb behaves corresponds to the noun Verhaltensweise (‘behavior’), which
functions as the head of a noun phrase: the translator did not simply change
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the word class but also shifted the level of grammatical complexity from a sim-
ple to a more complex variant at the level of phrases (at the level of the clause
the intermediate version is in fact more complex). Such a shift chain is in line
with Tirkkonen-Condit’s (2005) claim, according to which the first translation
solution is likely to be literal, but can be later revised if deemed necessary (Tirk-
konen-Condit et al. 2008 as well as Schaeffer & Carl 2013, Halverson 2015).

Among the seventeen shifts in the opposite direction, i.e. from ST nouns to
verbs in the final TTs, there are one instance of the chain ‘noun-noun-verb’, two
instances of the chain ‘noun-verb-verb’ and even one instance, shown in (11),
involving a longer chain consisting of a noun and three verbs:

(11) EO: [After the [crumpling]|noun Of a sheet of thin aluminized Mylar]pp,
the researchers placed it inside a cylinder.
GTrans_il: [Nachdem sie ein diinnes Blatt aluminiumbeschichtetes Mylar
[verkrumpelt]verp hatten]ciause, gaben sie es in einen Zylinder.
GTrans_i2: [Nachdem sie ein diinnes Blatt aluminiumbeschichtetes
Mylar [verknauelt]yer hatten]ciause, gaben sie es in einen Zylinder.
GTrans_f: [Nachdem sie ein diinnes Blatt aluminiumbeschichtetes Mylar
[verknittert]verp hatten]crause, gaben sie es in einen Zylinder. (KLTC
PROBRAL GT3)

Here the original noun crumpling in the prepositional phrase was shifted di-
rectly to a verb. This change led to a reduction in grammatical complexity. In the
subsequent intermediate versions, the translator made lexical changes without
further altering the grammatical structure of the sentence. This suggests that the
effort these changes cause is primarily due to lexical search in the production
phase of the translation rather than cognitive effort caused by the grammatical
structure of the source text segment. Otherwise, a wider section of the unfold-
ing target text might have been affected by the changes during the translation
process.

Changes in word class seem to be fairly straightforward for the participants.
Only 8 out of the 55 cases of shifts discussed in this section, i.e. 14.5%, actually
involved more than one step during translating.

While it would be interesting to include these more complex chains of part-of-
speech shifts in the analysis of cognitive processing, such an analysis is not possi-
ble at the present stage due to a low number of shifts in the intermediate versions
found in our data. This investigation should be performed when the keystroke
logged translation corpus is extended to include data from further experiments.
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Once the number of the intermediate versions and the direction of such shifts
are added into the regression models, the estimates for the analyzed eye-tracking
measures can potentially change. We would expect that modifications on the lex-
ical level, leading to such chains as ‘n-n-n’, already result in more cognitive effort,
reflected in more and longer fixations on the corresponding ST word simply due
to additional processing associated with search for the right lexical item. In ad-
dition, chains of the types discussed in this section are likely to result in further
increase of cognitive processing due to changes of grammatical structure. How-
ever, such lexical and grammatical changes may be also made ‘silently’ without
additional fixations on the source text, but rather after (multiple) re-reading of
the intermediate versions of the target text. Here, an eye-tracking analysis of the
target text should provide us with additional insights. Due to the technical prob-
lem of continuously changing screen contents while producing the translation
(and recording eye movements), currently it is not possible to analyze specific
areas in the target text window.

We now turn to the eye-tracking data to understand the effect of translating
the different parts of speech — involving shifts or not — on cognitive effort.

5.2 Eye-tracking data

As mentioned in §2, the word classes of verbs and nouns can be linked to clausal
and nominal ways of expressing meaning. Since at least the nominal variants of
nouns expressing processes (see Fontaine 2017) are considered more complex, we
would expect the processing of nouns to involve more cognitive effort than the
processing of verbs. Moreover, we assume that shifts from simpler to more com-
plex variants, i.e. from verbs to nouns, are cognitively more effortful than shifts
in the opposite direction. These hypotheses were tested using the eye-tracking
data, operationalizing cognitive effort through the measures of total fixation du-
ration and fixation count (Holmgqvist et al. 2011). As cumulative measures, these
are fairly general, potentially capturing various phenomena such as lexical ac-
cess, preparing for the translation in addition to grammatical complexity. As it
does not appear possible to disentangle these factors in a principled way in the
given experiment design, the cumulative measures appear to be a plausible first
step. Future work includes another experiment involving a more controlled set-
ting which will allow to analyze more targeted eye-tracking measures. For the
analyses of the eye-tracking data, we consider nouns that were shifted to verbs,
verbs that were shifted to nouns, as well as random samples of 30 nouns and 30
verbs (see §3)
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Figure 3: Total fixation duration (left) and fixation count (right) for
nouns and verbs

Figure 4: Total fixation duration (left) and fixation count (right) for
noun-verb and verb-noun shifts

Boxplots in Figure 3 show total fixation duration and fixation count on the ST
nouns and verbs.!* They indicate that, contrary to our first assumption, verbs
in general are fixated slightly longer and more often than nouns. However, it is
important to keep in mind that this representation averages over eye movements
on all nouns and verbs under analysis, i.e. with and without shifts.

Figure 4 presents a more differentiated picture, showing the descriptive statis-
tics for the four types of alignment pairs: 1) ST nouns that correspond to TT
nouns, 2) ST nouns that were changed to TT verbs, 3) ST verbs that were shifted
to TT nouns and 4) ST verbs that were translated into TT verbs. Comparing the

4The data with no shifts includes one ST verb and three ST nouns with no fixations. Since the
words were translated, it is unlikely that they were not processed at all. Therefore, these cases
are treated as NAs (not available) rather than zero values.
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data with no shifts, we can see that the median for the fourth group involving
verbs is very similar to that for the first group consisting of noun-noun pairs.
Also the ST nouns that are shifted to verbs (group 2) has similar eye-tracking
values. However, ST verbs that correspond to nouns in the TT (group 3) are
characterized by longer total fixation duration and more fixations.

To analyze whether this difference is statistically significant and to account for
additional sources of variation, two mixed-effects regression models were calcu-
lated using the lme4 R package (Bates et al. 2015). For the dependent variable
of “Total Fixation Duration”, a linear mixed-effects model was selected. To ap-
proximate a normal distribution of this variable, it was log-transformed. Since
“Fixation Count” represents count data, we chose a Poisson mixed-effects regres-
sion to model this eye-tracking value. The nominal independent variable labeled
“Changes” contains four levels corresponding to the four types of alignment pairs
discussed above. The model includes the confounding factor “Group (of partic-
ipants)” to account for the fact that the target texts were produced by either
professional translators or domain specialists, and “Length (of the ST item in
characters)” as another control variable. We also added random intercepts for
individual experiment participants and different source text words, as in some
cases the analyzed word classes were realized by the same lexical items.

Table 6 summarizes the results of the fixed effects for the linear mixed-effects
regression model with “Total Fixation Duration” as the dependent variable. The
results of the fixed effects for the Poisson mixed-effects regression model with
“Fixation Count” as the dependent variable are presented in Table 7. Statistical
significance of the variable “Changes” was tested using a likelihood ratio test
comparing the models with and without this independent variable. Moreover,
the significance of simple effects, presented in the following table, was computed
using the ImerTest package (Kuznetsova et al. 2016).

Examining the estimates for the four types of possible alignment pairs, we can
see that the shifts from verbs to nouns lead to a larger increase in total fixation
duration. This simple effect of the level of the variable “Changes” is significant
(p = 0.03). Moreover, both types of shifts, i.e. from verbs to nouns (p = 0.005) as
well as from nouns to verbs (p = 0.03), are associated with significantly more fix-
ations on the corresponding ST verbs and nouns, as compared to nouns and verbs
that are translated by the same word classes. The overall effect of the variable
“Changes” reaches the conventional level of significance of 0.05 only in the Pois-
son regression model with “Fixation Count” as the dependent variable (p = 0.09
for “Total Fixation Duration” as the function of “Changes”; p = 0.01 for “Fixation
Count” as the function of “Changes”).
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Table 6: Linear mixed-effects model, “Total Fixation Duration” as de-
pendent variable

Estimate Std. Error df  zvalue Pr(>|t|)

(Intercept) —0.431 0.378  47.66 -1.14 0.26
Changes n-v 0.371 0.281 47.55 1.32 0.19
Changes v-n 0.49 0.214 51.72 2.29 0.03
Changes v-v 0.099 0.22  56.72 0.45 0.66
TranslatorGroup 0.123 0.32 12.98 0.39 0.71
STWordLength 0.04 0.04  41.58 1.01 0.32

Table 7: Poisson mixed-effects model, “Fixation Count” as dependent

variable
Estimate Std. Error zvalue  Pr (> |t])

(Intercept) 1.62 0.28 5.85 <0.001
Changes n-v 0.38 0.17 2.2 0.03
Changes v-n 0.4 0.14 2.84 0.005
Changes v-v 0.12 0.15 0.85 0.4
TranslatorGroup 0.03 0.22 0.14 0.89
STWordLength 0.03 0.03 0.99 0.32

Aspointed out before, our current analysis is based on cumulative eye-tracking
measures, which may also include at least preparation of the translation. So, the
increase in number and the total length of fixations for the verbs shifted to nouns
could possibly be related to the added effort caused by the change into a noun.
This is in line with our second assumption of increased cognitive processing as-
sociated with shifts to more complex structures. The potentially more effortful
production of a more complex segment appears to be a viable explanation for
the fact that the translation products still contain a certain amount of noun-verb
shifts, although the contrastive differences in the distribution of nouns and verbs
in English and German would predict an increase in the number of nouns in the
translations. At the same time, we should consider that nouns shifted into verbs
are fixated at least more often, if not (significantly) longer. Thus, it appears that
the increased cognitive effort could be associated with a change in grammatical
complexity during the process of translation, rather than with the level of com-
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plexity in the source or target text segment. However, it should be kept in mind
that word classes provide only an indirect link to phrasal vs. clausal complexity
discussed in §2. Further information on grammatical context is required to enrich
the performed analysis. Moreover, the cumulative eye-tracking measures used
in this study may mask a more fine-grained effect of the inherent complexity of
nominal versus verbal expressions. Future work addressing such delicate phe-
nomena will also have to include separating the effect of lexical considerations
from dealing with grammatical complexity.

6 Conclusion and outlook

We hope to have shown that shifts from verbs to nouns account for the majority
of shifts between the main word classes in our data containing translations from
English into German. Analysis of the keystroke logging data showed that shifts
in word class tend to be implemented in one step. This result is in line with a
previous study by Alves et al. (2014) based on the same data,”® which showed
that over a half of all experiment participants produced just one translation solu-
tion for the analyzed ST passage. Moreover, the majority of participants did not
change the initial level of grammatical complexity associated with their proposed
translation, even if they did change their first translation version. The authors
conclude that translators are likely to decide on the grammatical structure before
they produce the first translation version, and, if they modify this version at all,
then the changes tend to be lexical rather than grammatical Alves et al. (2014: 39) .
Although it is possible that producing one translation is accompanied by longer
processing periods, it is more plausible to conclude that one-step translations
are not linked to increased effort. This assumption is corroborated by another
finding reported in Alves et al. (2014). The authors have shown that the three
translations that do involve shifts in grammatical complexity between different
versions (shifts between intermediate and final translation versions) appear to
involve more cognitive effort Alves et al. (2014: 40) . To test this assumption
further, our next step should be to include the shifts in word class present in the
intermediate versions into the analysis of cognitive processing associated with
translation of nouns and verbs. Another interesting aspect for closer investiga-

B The translation experiment conducted within the project PROBRAL (see §3 for more details)
was performed for two language pairs, namely for English-German and English-Portuguese.
While the present study considers all the data for the translation direction English-German,
the study by Alves et al. (2014) concentrates on the translations of one stimulus included into
the ST but takes into account both German and Portuguese translations.
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tion is the analysis of intermediate versions for shifts in word class where the
aligned source and target texts do not indicate a shift (Niemietz 2014).

The regression models indicated some statistical association between the types
of alignment pairs and the eye-tracking measures of total fixation duration and
fixation count. There appears to be a tendency to fixate the verbs that corre-
spond to nouns in the final translations longer and more often. Moreover, also
the nouns that correspond to verbs in the final translations are fixated more often.
In fact, the overall effect of the variable “Changes” is significant for the model op-
erationalizing cognitive effort in terms of “Fixation Count”. These initial findings
suggest that changing grammatical complexity in general might be effortful.

In this paper, identification and linguistic annotation of the relevant interme-
diate versions was performed manually for the experiment data examined. Auto-
matic tokenization and part of speech annotation of the keystroke logging data
allows for processing of more data points necessary for more detailed statisti-
cal analyses. Such automatic part of speech annotation of intermediate versions
has been recently developed (Serbina, Niemietz, Fricke, et al. 2015) but is, at the
moment, applicable only to the keystrokes collected with Translog II. Once it is
extended to allow analyses of the Translog 2006 files, such as the ones gener-
ated in this translation experiment, the process-based investigations should be
repeated taking into account not only random samples but all alignment pairs
of the types ‘noun-noun’ and ‘verb-verb’, since these can also be characterized
by intermediate versions. Even without such advanced methods, this paper has
already shown the kind of more detailed test of long-held assumptions that a
combined product and process-based analysis of linguistic features can yield.
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Chapter 8

What does a translator do when not
writing?
Daniel Couto-Vale

In this paper, I revisit the notion of translation unit in both a production and a
product sense. In particular, I present evidence that the relation between writing
bursts (production segments) and grammatical structures (product segments) is
not as simple as currently assumed and that the length of writing pauses does
not directly correspond to cognitive effort in translation. Finally, I contrast my
approach to pauses with Dragsted’s (2005) and present evidence that typing pauses
might be less biased indicators of cognitive effort than the standard writing pauses
currently being used.

1 Introduction

In process-oriented translation studies, researchers report using a diverse set of
devices for tracking translator’s behaviour, amongst which keystroke loggers
play a central role. When observing and describing the translation process, “typ-
ing” pauses are often used as indicators of cognitive effort (Hansen 1999; 2002;
Alves 2003; PACTE 2005; Dragsted 2004; 2005). However, in most studies if not
all, very little attention is given to what physically happens when someone in-
teracts with a keyboard. In this paper, I shall explain how the keyboard layout
and the translator’s typing habits can enlarge and shorten the interval between
two writing actions independently of how difficult the translation task is and
I shall demonstrate how the writing system and the lexicogrammatical system
of the target language cause pauses in writing of their own, which are unre-
lated to the translation task. Finally, I shall propose an experimental setup and
a post-processing of keyboard logs aimed at discounting the time spent with
translation-unrelated behaviour to achieve a better approximation of the time
spent translating, that is, the time spent on intellectual bilingual activity.

Schirra, Oliver Czulo & Sascha Hofmann (eds.), Empirical modelling of translation and

IIIII Daniel Couto-Vale. What does a translator do when not writing? In Silvia Hansen-
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1.1 Key-moving, typing and writing actions

When a translator types, the translator moves keys down and up. These key-
moving actions are called by some key down and key up (e.g. Javascript key
listeners), by others key press and key release (e.g. Java key listeners), and by
others key press and key break. I shall refer to them as key down and key up
actions because that term pair seems the least prone to misunderstanding.

To ground this discussion, I shall start by pointing out that a keyboard is not
a tool simply for inserting, replacing and removing characters in the text area.
There are at least two software levels above a key-moving action': the typing
system? and the writing system?®.

Descriptively speaking?, a keyboard layout maps each key to a key value.
Counting from left to right in rows and top down in a single column, keys may be
numbered #1, #2, #3... until the last key in the lower right corner of the keyboard.
Keyboards vary greatly in how many keys they have. After numbering them in
such a way, a keyboard layout can be understood as the mapping of a key index
such as #1, #2, and #3 to a unicode character such as LATIN SMALL LETTER A
(U+0061), CIRCUMFLEX ACCENT (U+005E), and SPACE (U+0020).

Let us consider that a particular typing system has one or more of such key-
board layouts. And let us consider that some key-down and key-up actions trig-
ger the replacement of a layout by another. For instance, let us say that Layout
LC maps the key #60 to the value LATIN SMALL LETTER A (U+0061) whereas
Layout UC maps the key #60 to the value LATIN CAPITAL LETTER A (U+0041).
Finally, let us assume that both layouts map the key #87 to the value SHIFT IN
(U+000F). Now let’s say that there is a layout controller that does the following.
It keeps a U+000F key state, which can be either low or high and it updates the
shift key state to low whenever the U+000F key down action is performed and it
updates that state to high whenever a U+000F key up action is performed. More-
over, let us assume the layout controller applies Layout LC to key-moving actions
whenever the shift key state is high and applies Layout UC to them whenever the
shift key state is low.

1A ka. a keyboard event in informatics

2A k.. a layout controller in informatics

3A k.. an input system in informatics

4The description I shall make does not necessarily correspond to any actual software implemen-
tation. It is a description of typewriting for the purpose of advancing translation studies and
not a documentation of any particular driver, operating system or word processor.
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8 What does a translator do when not writing?

Finally, let’s suppose a writing system works in the following way. The writing
system would have a typing layout that maps typing actions to writing actions.
For instance, a particular typing layout would map the typing action U+0061
key down to the writing action U+0061 char insert, the typing action U+0041
key down to the writing action U+0041 char insert, while assigning the typing
actions U+0041 key up, U+0041 key up, U+000F key down, U+000F key up to
no writing action.

Assuming the above process, the following key-moving actions would be recog-
nised as the following typing actions, which in turn would be recognised as the
following writing actions (see Table 1). The fourth column contains the resulting
text with the resulting cursor position (see §1.2 for more on text versions and
cursor positions).

Table 1: Key-moving, typing, and writing actions

key-moving typing writing resulting text

#60 key down U+0061key down U+0061 char insert a|

#60 key up U+0061 key up a
#87 key down  U+000F key down a
#60 key down U+0041key down U+0041 char insert aA|
#60 key up U+0041 key up aA|
#87 key up U+000F key up aA|
#60 key down U+0061key down U+0061 char insert aAa|
#60 key up U+0061 key up aAa
#60 key down U+0061key down U+0061 char insert aAaa|
#60 key up U+0061 key up aAaa|

Here is where the first issue lies. A large portion of translation process studies
was developed with “key-logging” software that does not record key-moving and
typing actions. One of the most used software in translation studies is Translog®
and it only records writing actions. However, as we can see in Table 1, inserting
some characters such as ‘A’ (U+0041) takes more typing actions than inserting
other characters such as ‘a’ (U+0061): the first char insert action is realised by
moving down the shift key to switch the keyboard layout and by moving down
the U+0041 key (both keys need to be moved up afterwards); the second char
insert actions is realised simply by moving down the U+0041 key. Because of
this, the interval between inserting the char ‘a’ and the char ‘A’ is likely to be
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larger than the interval between the char ‘a’ and the char ‘a’. Similarly, because
the number of keys that need to be moved up after inserting the char ‘A’ is larger
than after inserting the char ‘a’, the interval between inserting the char ‘A’ and
the char ‘a’ is likely to be larger than the interval between the char ‘a’ and the
char ‘a’.

In this way, if we take the whole time between two char insertions to be a pause
in typing/writing, two typing/writing pauses of the same length may include
sequences of finger movements of various lengths. If we do this, we can make
no claim that similarly long pauses correspond to a similar amount of cognitive
effort since part of this time is spent moving keys down and up after a decision
of what to write has been made.

The ideal and long-lasting solution for this issue would be to update ‘key-
logging’ software so as to start logging key-moving and typing actions. With this
new kind of log, we would be able to see when typing indeed stops and when
it indeed resumes. However, in the absence of a more precise solution and in
the presence of large expensive corpora containing solely writing actions, I shall
propose a way to treat writing pauses in a less naive way so that some correspon-
dence between such pauses with typing-unrelated effort can be established (see

§2).

1.2 Text Versions

Let us assume, as some linguists do (Hasan 1999), that a human language ‘in-
cludes’ texts.>®7 That means, when a text is received, it not only occurs but also
becomes an option of what to say in a language. Let us also assume that a lan-
guage is the meaning potential in Halliday’s sense, in other words, that it is not
a lexical or grammatical potential in Chomsky’s sense® (1957) and that it is not

SThis section does not focus on the dichotomy between text production and text as product.

©The notion of series of text versions, which applies both to translation and to other kinds of
text production, is not covered by Vermeer’s model of translation.

"The understanding of a final target text as a translation product (“translatum”) as proposed by
Vermeer in his Skopos Theory (Vermeer, 2004[1989]) follows the ancient dichotomy between
text production (7} oinoig ‘poiesis’) and text as product (70 oinua ‘poiema’), which traces back
to Plato’s discussion about who the narrator of Iliad and Odyssey is. Similarly to the difference
in function (“Skopos”) between an original text and its translations, ancient rhetoricians were
concerned with the fact that Homer composed Iliad and Odyssey once whereas several citar-
playing singers performed those epoi multiple times throughout the ages.

8 According to Chomsky, a language consists of all words and all grammatical rules for combin-
ing them.
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8 What does a translator do when not writing?

a graphological potential in Eddington’s sense®-!° (1929, p. 72). From such a per-
spective, a physical text is a print of a semantic form, which also gets called ‘text’.
For that reason, two distinct prints of ‘the same play’ can be understood as being
‘two physical texts’ as instances (token) but also as expressing ‘the same text’ as a
semantic form (type). In that linguistic sense, each text version during translation
is a separate text (a separate instance) and each new text version that is different
from all previous ones expresses a new text (a new semantic form). In other words,
from this perspective, language is a semantic potential, not a lexicogrammatical
nor a graphological potential, in the same way as a text is a semantic form, not
a lexicogrammatical form (a sequence of words) nor a graphological form (a se-
quence of characters).

From a formal perspective, a semantic form such as the play Romeo & Juliet is
realised by a grammatical form in the sense that the semantic structure is associ-
ated with a corresponding lexicogrammatical structure (a sequence of words). In
turn, the lexicogrammatical form is associated with a graphological form in so
far as the lexicogrammatical structure is associated with a graphological struc-
ture (a sequence of characters). At the graphological stratum, when only one
resolution, one font, one font format (size, font style, weight, colour, fill colour,
underline, baseline shift, character spacing, shadow, etc.), and one single-column
text area are available, a graphological form consists solely of a sequence of char-
acters, and a graphological structure is an instance of that sequence of characters.
Finally, at the graphic stratum, a graphological structure resulting from a com-
bination of resolution, fonts, font formats, text areas and character sequences is
associated with a graphic structure, which can be a series of different coloured
pixels in a grid on screen or on paper (digital alternative), or a series of glyphs
stamped, carved, or drawn (analogical alternative).

When studying the translation process with the help of key-logging software
such as Translog®, the graphological stratum is strongly constrained. The only
graphological system that a translator has control over is the one that is responsi-
ble for the selection of character sequences. It is this limited stratum (the grapho-

This tradition of making arguments by supposing a random choice of letters traces back to
Cicero when he stated that the annals of Ennius could be written by throwing a bag of metal
letters on the floor whereas a poetry verse could not be created in such a careless way (Dé
natara dedorum II, 37 § 93).

During the development of set and probability theory, Borel (1913: p. 194) conceived of texts
again as strings, i.e. as sequences of characters. According to him, a team of illiterate typists
would create random sequences of characters and would create one day by chance all texts
conserved in the largest national archives. Eddington made the same argument for monkeys
typing the texts in the British Museum.
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logical stratum) that interacts with the writing process. In this restricted envi-
ronment, each character sequence is a different graphological form that is com-
pletely or partially associated with a text at the semantic stratum. And, in this
context, each writing action such as U+0041 char insert, left char erase, and right
char erase alter the graphological form and potentially the associated grammati-
cal and semantic forms. Therefore, these writing actions are actions of replacing
one text by another. In that sense, during a translation, we can talk about a series
of target texts. Each pair of consecutive target texts is the input and the result of
a text-replacing action, which is a writing action.

I shall follow Halliday (1987) and call each node in this series of texts a version.
The initial version is an empty character sequence, and the non-initial versions
are the products of writing or simply products, the final version is the final
product [of writing], and non-final products are intermediate versions. Finally,
intermediate products [of writing] are what Halliday calls drafts.

However, not all writing actions are meant to replace a text by another. Some
of them change the state of the a text in text production. Some typing and
mouse/trackpad actions are associated with cursor motions such as cursor back,
cursor forward, cursor up, cursor down, cursor to [x], cursor to line start, cur-
sor to line end, cursor to area start, cursor to area end, and with text span
selection such as back select, forward select. Those are text-affecting actions
that alter the state of a text (dot and mark positions) but do not replace a text by
another.

In the process of writing, mouses/trackpads present an additional methodolog-
ical issue for empirical studies of cognitive effort in translation. Mouse actions
associated with writing actions such as cursor to [x] demand the displacement
of either the right or the left hand from the keyboard onto a mouse or a trackpad.
However, this action is logged either only at the advent of a mouse click or from
the moment the pointer starts moving. The time taken for the hand to reach the
mouse/trackpad is also part of this action but is not logged. I see no solution
in the short term to detect the point in time when the writing action of plac-
ing the cursor at a position with the mouse starts ,since we cannot easily track
with current technology when a translator starts moving his or her hand onto
the mouse/trackpad. Moreover, due to their relatively infrequent occurrence, an
estimation of the duration of mouse/trackpad-related non-tracked hand-motion
shall not be attempted in this paper.
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1.3 Pauses in Typing

Still in the process of writing, there is another much more frequent and yet non-
tracked hand-motion: simple typing. Typing has been often described as hap-
pening in bursts. In that description, typing would be cuttable into units of text-
production separated by typing pauses. In that sense, typing rhythm would be a
good behavioural evidence for underlying cyclic cognitive processes. However,
even though a cyclic translation process is a reasonable model of what happens
during translation, the analysis of typing rhythm has not been an unbiased one.
Researchers did not start studying typing rhythm without an expectation of what
they would find. They were in a search for evidence that a particular model of
translation was the case. In other words, a cyclic cognitive model was assumed
and evidentiated with typing rhythm.

The assumed translation cycle consists of three steps: 1) a character sequence
associated with a complete grammatical structure of the source text is read, 2)
then the source text segment is mentally translated into a target text segment (se-
mantic structure), and 3) only then a character sequence realising an equivalent
grammatical structure would be fully written. Given the underlying model of
translation, it became imperative that the typing bursts and consequent writing
bursts resulted in additions of grammatical units.

This naive assumption that translation cycles would be the sole reason for
typing bursts is pervasive and is at the core of descriptions of translation pro-
cess. These studies aim at relating spans of writing actions (typically between
pauses of a given size) with a grammatical structure under translation. How-
ever, this naive assumption of direct correspondence between typing bursts and
a translation cycle opposes on the other extreme a rather counter-intuitive as-
sumption that random or non-grammatical segments of the character sequence
of the source text are read and translated at a time.

Because the counter assumption is so unlikely to be the case, I do not want to
give the impression that this cyclic process is not a reasonable approximation of
what happens, but I shall claim that the boundaries of the source text segment
under translation is by no means the only reason why a typing pause occurs be-
tween the production of two adjacent grammatical structures. As I shall point
out next, there are several other reasons for a pause to occur that are completely
unrelated to a ‘grammatical structure under translation’. I shall bring some ex-
amples of places where I found translation-unrelated typing pauses in writing
for supporting this viewpoint. Examples are in German. They are sequences of
char insert actions separated by either breve (7) or long (7) typing pauses (see
§2 for an explanation of these pause lengths in terms of milliseconds and for es-
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timations of typing pause length based on writing pause length). The symbol -
indicates a space char insert action.

(1) -"Auf'w'a’n’d’s”- (Translator 2)
(2) -"Fahi'gk’e’i't” (Translator 2)
(3) -"7°57: (Translator 2)

In Example 1, the pause we see happened between two bound morphemes
of a genitive noun in German. In German, there are two alternative charac-
ter sequences that can realise the suffix for this genitive word, namely es as in
Aufwandes or sas in Aufwands". Both character sequences realise the same gram-
matical structure, one being possibly more expected than the other in the situa-
tion type that the text implied. However, this grammatical structure — a bound
morpheme — does not correspond to any bound morpheme in the English source
text. Therefore, the pause does not correspond to the boundary of a grammatical
structure under translation. Table 2 shows a reconstruction of the typing pro-
cess based on the writing actions we have in our logs. The longer pause between
U+0064 char insert and U+0073 char insert is represented by a table break.

Now, let us move to Example 2. Here we find a very interesting pause from
a cognitive perspective. As far as lexicogrammatical composition is concerned,
here we have the lexical item Fihigkeit as in die Fihigkeit einer Papierkugel [das
zu tun] ‘the capacity of a paper ball [to do that]’. This lexicogrammatical struc-
ture is a mention of a paper ball’s capacity to do something which is lexically
agnate to die Kraft einer Papierkugel [das zu tun] ‘the power of paper ball [to
do that]’. In this case, Fihigkeit is in the same lexical set as Kraft. These two
lexicogrammatical structures are also grammatically agnate to other more con-
gruent representations of the same physical phenomenon such as die Papierkugel
ist fahig [das zu tun] ‘the paper ball is capable [of doing that]’, die Papierkugel
kann [das tun] ‘the paper ball can [do that]’, and die Papierkugel [leistet das] ‘the
paper ball [offers that]’. Because all these representations are agnate, we can ex-
pect that translators could have considered two or more of those options when
translating that passage. In particular, as an alternative to die Fdhigkeit einer Pa-
pierkugel [das zu tun] ist ein Faktum ‘the capability of a paper ball [to do that] is a

UExplaining how the standard (phylos) of human language named Modern High German devel-
oped from other standards in the past (phyloi) demands an observation timeframe of hundreds
of years (phylogenetic timeframe). Since the current observation timeframe is of a few seconds
(logogenetic timeframe), etymological considerations such as the appearance of such suffixes
should play no role.
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Table 2: Key-moving, typing, and writing actions for Example 1

key-moving typing writing resulting text
#87 key down  U+000F key down |

#60 key down U+0041key down U+0041 char insert A

#60 key up U+0041 key up Al

#87 key up U+000F key up Al

#45 key down  U+0075 key down  U+0075 char insert  Au|

#45 key up U+0075 key up Au

#63 key down  U+0066 key down U+0066 char insert  Auf]

#63 key up U+0066 key up Auf|

#24 key down U+0077 key down  U+0077 char insert =~ Aufw]|

#24 key up U+0077 key up Aufw|

#60 key down U+0061key down U+0061 char insert = Aufwal]
#60 key up U+0061 key up Aufwa|
#82 key down U+006E key down U+006E char insert Aufwan|
#82 key up U+006E key up Aufwan|
#62 key down U+0064 key down U+0064 char insert Aufwand|
#62 key up U+0064 key up Aufwand|
#61 key down U+0073 key down  U+0073 char insert Aufwands|
#61 key up U+0073 key up Aufwands|

fact’, the same translator might have considered an alternate representation such
as die Tatsache, dass eine Papierkugel fahig ist, [das zu tun], ist ein Faktum ‘the fact
that a paper ball is capable [of doing that] is a fact’’?. However, when comparing
the lexical options of grammatically agnate translation alternates, a particular
pair of lexical items shows a graphological resemblance (resemblance in terms
of character sequences): in the same way as in English, the Base morpheme of the
words Faihigkeit/Fahigkeiten ‘Capacity’/‘Capacities’ resembles the base of its ag-
nate fihig/fahiger/am fdhigsten ‘capable’/‘'more capable’/‘most capable’. The re-
semblance between these two lexical words happens both in graphological form
(sequence of letters) and in semantic form (meaning), but not in grammatical af-
fordances (the structures they can fit in). Moreover, the resemblance is present
not due to a derivation process such as the one that led the Old German term

2The way other translators chose to translate this passage reveals that such a structure was
considered by at least some of the translators.
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fahan/fanhanan to evolve into the lexical items fdhig sein etwas zu tun ‘being
capable of doing something’ and ein Tier oder jemanden fangen ‘encarcerating an
animal or someone’, but due to a synchronic graphological and semantic connec-
tion between the two. In this sense, it is quite interesting that a translator stopped
shortly at the end of the overlap in graphological form between the agnate lexi-
cal words: namely, at the end of Fihig-insertion and before keit-insertion during
Fdahigkeit-insertion. Furthermore, even if the pairing of graphological and seman-
tic forms fahig:Fahigkeit could be taken as evidence for a Construction Grammar
explanation of how these structures came to exist in German, it is very unlikely
that this translator had capabil:fiahig and ity:keit in separate source text segments
under translation, that is, that this translator translated each segment - the one
before and the one after the typing pause — in a different translation cycle. Even
if I claim this second hypothesis is unlikely, how much of such a typing pause
is due to the overlap of graphological structures in the target language, and how
much of it is due to a truly bilingual intellectual process, is still unresolved at the
current stage of research.

Finally, Example 3 shows another process that seems unrelated to translation.
The pauses before and after writing the number 75 may be in fact an indicator
that 75 in the source text reading seventy five is indeed aligned with 75 in the
target text reading fiinfundsiebzig ‘five and seventy’. What is interesting here
from an alignment perspective is that there is a pause in between 7 char insert
and 5 char insert. Since the order of digits is different in written and spoken
German, the question that one can raise is whether part of the pause before and
after those actions was due to a cognitive writing procedure in which the transla-
tor cognitively writes fiinf und esiebzig *fiinf und siebzig ‘five and «seventy «five
and seventy’ and only physically writes ssiebzig ‘sseventy’ with 7 char insert and
ofiinf ‘ofive’ with 5 char insert. This underlying cognitive writing would imply
that the pauses before 7 char insert and after 5 char insert are longer than the one
in between, and that is indeed what happens, these pauses being approximately
2° times the length of the middle one, which is already significantly longer than
average (more on quantifying pauses in §2). This pause pattern does not prove
that the above cognitive writing happened. Understanding this pattern as caused
by such a cognitive writing is simply a way of explaining translators’ behaviour,
which might be plausible for some and less plausible for others that have other ex-
planations. Alternative explanations might include, for instance, lack of practice
by the translator with digit key typing: consequently, translators would switch
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between looking at the screen and at the keyboard before inserting the first digit
and after inserting the last digit of a number".

Since there are many reasons for pauses in typing to occur, it would be naive
to hold the assumption that such pauses mostly indicate a grammatical structure
boundary that corresponds to source text segments under translation and to a
translation cycle. In other words, what I aim at foregrounding is that there is
an issue with the standing assumption that typing pauses would be mostly due
to an iterative segmentation of the source text into translatable units followed
by a translation of each unit. A direct mapping of typing rhythm onto transla-
tion cycles is not to be achieved when a thorough and close analysis of typing
behaviour is carried out.

1.4 Erase actions

In addition to the assumption of translation boundaries at pauses, another prob-
lematic assumption is that online revisions, i.e. revisions during the drafting
phase, are related to change in the choice of semantic features. Some of these
pauses indeed seem to be semantically motivated, whereas for many others such
an interpretation seems questionable. In the following examples, the symbol «
indicates a left char erase action, where left char is the character left of the cur-
SOL.

(4) K f&r’a’ft" (Translator 2)
(5) -kleien @’ "®@@®@ n’e’s” (Translator 2)
(6) - bv®@esteh’t’ (Translator 2)

In Example 4, what might have happened is something along the following
lines. The translator had the right hand well positioned on the keyboard and the
left hand somewhat misplaced and was aware of it. When typing, the left shift key
was still under the left hand and was quickly moved down, which was followed
by a ‘k’ key down action with the right hand in regular speed. However, after
inserting the ‘k’ character, the time taken to insert the next character, namely f’,
is longer than usual. Here, the translator might have had the need to reposition

3Notice that the typicality of typing pauses and the occurrence of them in other similar co-texts
do not give us information about what is going on during these pauses. We need to observe
the process as a whole and characterise each pause point on its own terms with different
cognitive/behavioural hypotheses. What may be the case for one translator may not be the
case for another.
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his/her left hand and accidentally moved down the ‘f” key instead of the ‘r’ key.
In the German keyboard used in the experiment, the ‘f” key is directly below the
‘r’ key and a badly positioned left hand is a sufficient reason for a ‘typo’. After
inserting ‘f” instead of ‘r’, there is another long pause!*, which is followed by a
left char erase action. Such pauses and such an erase action do not seem to have
anything to do with any bilingual process.

In Example 5, something else happens. The translator ends up writing the word
keines, but in the first run of char insert actions, he or she writes keien instead of
keine. The issue here was not one of moving the wrong keys, but one of moving
the right keys in the wrong order. A good point to notice here is that the ‘e’ key
down action is usually performed with the left hand with a German keyboard
whereas the ‘n’ key down action is usually performed with the right hand. This
means that this mistaken order happened when coordinating the motion of both
hands. The correction procedure is quite interesting too. Only part of the problem
is solved by the first attempt, resulting keies instead of keines, this is again noticed
and the second revision procedure leads to the version keines.

Example 6 is not so simple. Here the translator ends up writing besteht, but
types two letters very quickly and with the same hand. In the German layout
used, the ‘v’ key and the ‘b’ key are adjacent and are both right of the index
finger (the finger a translator would move these keys down with). Was it that
the translator was unsure which key was the ‘b’ key and moved both down in a
sequence to decide which character to keep on screen or was it that the translator
just moved both keys down accidentally? I do not have an answer for such a
question. But one thing is for sure, this was not a bilingual process, not even a
monolingual process in the sense of choosing what to say.

Furthermore, there is another type of revision that seems to be related to the
translation process in a rather ‘non-linguistic’ way. Such revisions are also not
graphological, nor lexical, nor grammatical, nor semantic. Examples 7 and 8 il-
lustrate these. In such cases, the translator seems to copy the source text instead
of writing a target text. In Example 7, the character sequence under translation
is demands, the target character sequence is bedarf. Grammatically valid alterna-
tives in German could have been bediirfte, bendotigt, braucht, and brduchte but no
word starting with d. Example 8 shows a similar phenomenon: the source char-
acter sequence is paper and the target character sequence is Papier. However,

141t is definitely the case that some online revision are initiated by a production failure being
detected in quality monitoring processes. Missed keys are an example of such cases since it is
by comparing the intended text and the produced one that such mistakes (typos) are likely to
be detected and fixed.
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the translator writes Pape. Is it the case that he or she just missed typing the ‘i’
key, or that he or she copied the source character sequence instead of writing the
target one? Again, I do not have an answer for this, but it does not seem to be a
bilingual process in the typical sense of what we understand by translation.!>16

(7) -“d@b’e’d’a’r’f - (Translator 2)
(8) Pa’pe’®i’er " (Translator 2 : 1st ‘Papier’)

Other revisions such as Examples 9 and 10 look more linguistic. However, they
are also not grammatical: the first is a replacement of a latin small letter P by a
latin capital letter P and the second is a replacement of latin capital letter G by a
latin small letter G. As seen before, replacements of characters are not performed
necessarily with one left char erase action followed by one char insert. It may
take more than two writing actions for realising the replacement of one character:
in Example 10, a total of eight writing actions were performed for changing one
letter from capital to small. Tables 3 and 4 show the series of resulting texts for
both examples.

(9) -"p®Pa’pier- (Translator 11: 6th Papier’)

(10) “Gro@ag@d@grofen”

As far as translation studies are concerned, such online character replacements
are not very interesting, and pauses related to them, independent of how long
they are, should not be assumed to be motivated by the boundaries of grammat-
ical structures.

1.5 Lexicogrammatical choice

Other pauses and online revisions appear to be motivated by lexicogrammatical
choice. However, some of them do not occur in grammatical boundaries, not even
when taking bound morphemes into account. The motivation for the pauses,

5This source text copying does not seem to be an effect of ‘priming’ given that the translator
is unlikely to accept the source language character sequence as a valid word in the target
language. However, the notion of priming could be applied to other examples if translators
choose a marked lexical item instead of a less marked one because of string similarity or shared
etymological origin of the lexical items in both languages.

16 A5 for any other online revision preceded by a breve typing pause, a quality-monitoring pro-
cess can be inferred for such cases.
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Table 3: Writing actions of Example 9

writing resulting text
U+0070 char insert p|

left char erase |

U+0050 char insert P|

U+0061 char insert Pa|

U+0070 char insert Pap|

U+0069 char insert Papi|

U+0065 char insert Papie]
U+0072 char insert Papier|

Table 4: Writing actions of Example 10

writing resulting text
U+0047 char insert G|
U+0072 char insert Gr|
U+006F char insert Gro
left char erase Gr|

left char erase G|
U+0067 char insert Gg|

left char erase G|

left char erase |
U+0067 char insert gl
U+0072 char insert gr|
U+006F char insert gro|
U+00DF char insert grof3]
U+0065 char insert grof3e|
U+006E char insert grofen|
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as we shall see next, seems to be at the graphological stratum, namely at the
comparison between character sequences. If you are familiar with German, take
some time to read Examples 11-15 before going. Make your own conjectures and
contrast them with mine.

(1) -"ganzEE@ i nzTich™

RIS

(12) -"e'im’e’s” sToI'ch’e'n™

(13) -Die’@a@®a’s" Verhalten™

(14) -"der<«@s-Verhalten’s -

(15) “weitere ®r-"Kompression-zu-"wiederstehen:

In Examples 11 and 12, we see a very interesting pause and erase pattern. I
suspect the translator was unsure whether to write the more frequent eine ganz
andere Geschichte ‘a whole different story’ and so eines Balls ‘this kind of ball’
or the less frequent and register-specific variants eine gdanzlich andere Geschichte
‘a completely different story’ and eines solchen Balls ‘such a ball’. The overlap
between the underlined strings is gdnzlich and solchen. Coincidentally or not, the
translator paused once at the end of each overlap and, in Example 11, he or she
erased the left characters up to the end of the first overlap, where he or she could
finish the word either as ganz or as gdnzlich, and ended up choosing ganzlich and
writing it without pauses until the end. Are these pauses motivated by lexical
choice? I would say so."”. But are their locations motivated by word boundary?
I would say no. Comparison of graphological classes of words (comparison of
strings) seems to be the motivation.

Moreover, in logs of writing actions we find not only direct replacements of
lexical words, but also indirect clues that such a replacement took place in an
underlying cognitive process. It seems to be the case that the translator first
produces a segment of the target text cognitively and then writes this cognitive
segment down. While writing the segment down, it seems to be the case that the
translator continues the production of the target text and, depending on what
comes, he or she needs to change parts of this text that were already written
down.

17¢ other translators chose eine ganz andere Sache, 1 eine ganz andere Frage, 1 eine ganz andere
Angelegenheit, 4 eine komplett andere Sache, 1 doch eine andere Angelegenheit. This indicates
that the deictic modifier ganz is the least marked one for this co-text, followed by komplett,
followed by the once produced modifiers génzlich and doch.
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Examples 13 and 14 are evidence that such a process might happen. In both
cases a ‘feminine’ Deictic word'®, namely Die and der, was replaced by a ‘neu-
tral’ Deictic word, namely Das and des. In German, Deictic words typically agree
with the Thing word in grammatical gender: masculine der/den/dem/des, fem-
inine die/die/der/der, and neutral das/das/dem/des. 1 looked up in a synonyms
dictionary what could be alternative ‘feminine’ Thing words for Das Verhalten
and des Verhaltens. There were many. However, since the translator made a
pause after Ver in Verhalten, I assumed the lexical item he or she was consider-
ing might start with Ver and continue with a different letter than h. Then I listed
all ‘feminine’ alternatives starting with Ver and reached the following list: Ver-
haltungsweise, Verhaltensweise, and Verfahrensweise. Only Verfahrensweise has a
letter different from ‘h’ following Ver. So, if the assumptions that the transla-
tor revisited his/her lexical choice and that he/she stopped at that point because
of the string overlap are right, the other lexical item considered for that position
might be Verfahrensweise, as in Die Verfahrensweise and der Verfahrensweise. Such
a claim has no scientific validity at the current stage, but being able to make such
hypotheses might be helpful. Researchers can ask the translator right after the
translation whether this was indeed a lexical choice they considered. It might be
the case that translators are able to recall what they considered at that point in
time.

When looking at these examples, one might assume that only adjacent words
or Deictic words within a nominal or verbal group such as das Verhalten ‘the
behaviour’ and die Verfahrensweise ‘the behaviour’, or such as hat sich so verhal-
ten ‘behaved in this way’ and ist so verfahren ‘behaved in this way’, would be
subject to such changes. Example 15 shows that neither the notion of adjacency
nor the notion of co-constituents is sufficient for explaining such phenomena.
In this case, the translator had three gender options and four case options for
the nominal group. Given the replacement of weitere ‘further’ by weiterer ‘fur-
ther’, I suspect that this was a choice between accusative and dative cases for the
feminine gender. For this hypothesis, the translator considered the options of

BFollowing the tradition of Systemic Functional Linguistics, the contextual function of words
is capitalised. For instance, the word selbe in dieselbe rote Regenjacke ‘the same red rain jacket’
is as much an adjective as the word rote because both of them are inflected in the same way.
However, selbe works as a Deicticz because it relates the mentioned jacket with previously
mentioned or previously observed jackets whereas rote works as a Classifier because it adds
a color restriction for discriminating the jacket. Meanwhile, the word rain also works as a
Classifier because it adds a functional restriction for discriminating the jacket. Despite this
fact, it is not an adjective itself. In that sense, Deictic, Classifier and Thing are functions of
words and not inflectional classes of words such as determiner, adjective and noun.
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feminine accusative weitere Kompression ‘further compression’ and of feminine
dative weiterer Kompression ‘further compression’. The combination of a fixed
gender with a variable case would imply that the lexical item Kompression ‘com-
pression’ was already selected for the nominal group and that the lexical item
for the verbal group etwas widerstehen ‘to resist to something’ was not.

This hypothesis is very interesting from a linguist’s perspective. A ‘compres-
sion’ is not a physical thing. It is rather something that we would rather call an
ongoing process. Such ‘processual things’ often have the role of Scope in a ma-
terial figure (Halliday & Matthiessen 2004: 192), and are typically represented in
clauses with the following participant role sequence: Agent + Process + Scope as
in [das] [tut] [weitere Kompression] ‘this does further Kompression’, [das] [macht]
[weitere Kompression] ‘this makes further Kompression’, [das] [verursacht] [weit-
ere Kompression] ‘this causes further Kompression’. The nominal group repre-
senting the processual thing and functioning as Scope is typically accusative,
which justifies the default choice for accusative by the translator. However, the
lexical item for the verbal group did not represent a process of doing, making or
causing something, i.e. making something happen. It represented a process of
resisting something, acting against some external force so that nothing happens.
In German, the lexical item etwas widerstehen ‘to resist something’ happens in
clauses such as [so ein Ball] [widersteht] [weiterer Kompression] ‘such a ball re-
sists further Kompression’, which have a Scope Complement constituent that is
a dative nominal group. Based on this, when the translator reached the ‘critical’
point for case selection, having decided that the next lexical item is Kompression
‘compression’ was not sufficient. He or she is likely to have selected the lexical
item etwas widerstehen ‘to resist to something’ at this point in order to avoid a
time-consuming online revision if this decision were to be postponed.

Moving on, it must have become clearer by this point that some typing pauses
seem to be motivated by lexical item choice, but that simultaneously these pauses
are not necessarily placed at the boundaries of grammatical constituents such
as morphemes, words, groups, phrases, and clauses. They are often placed at
the borders of overlapping character sequences among two or more considered
graphological classes of words.

Whether this lexicogrammatical feature selection is a bilingual intellectual pro-
cess is still open to debate. In my opinion, none of these revisions are necessarily
supported by bilingual processes, and I can imagine they might also happen when
writing an original text from scratch. These revisions may be more frequent in
one activity than in the other. I do not have evidence for sustaining any claim in
this or that direction.
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1.6 Micro/macro units of translation

Online revisions are just one kind of revision. Since text-replacing writing ac-
tions are a process of replacing a text by another, I shall consider any sequence of
text-replacing writing actions a revision at the graphic and graphological strata.
Also assuming that one grammatical structure — namely, a non-random source
text segment — is put under translation at a time, Alves & Couto-Vale (2009; 2011)
defined the notion of a micro-unit of translation: the span of writing activity that
produces a target text segment that is equivalent to a source text segment under
translation. The first span of writing actions for a given source text segment
equivalent was understood as a segment insertion (P0), and the replacements
of that segment by other source text segment equivalents was understood as a
segment replacement. The first replacement was classified as P1 if it happened
in the drafting phase, and it was classified as P2 if it happened in the revision
phase. The second, third and following replacements of equivalents of the same
source text segment were classified as P3. Finally, a sequence of text revisions
that affects equivalents of the same segment of the source text was conceived of
as a macro-unit. A macro-unit is composed of one or more revisions: it contains
necessarily a PO revision, which is either final or followed by a P1 or P2 revision,
which is either final or followed by one or more P3 revisions. ‘P’ here stands for
‘process unit’.

Whereas online replacements (P1 or P3) can be easily understood just by look-
ing at a sequence of writing actions, the understanding of revision phase replace-
ments (P2 or P3) depends strongly on the reconstructed text and on the position
of the cursor during erase actions and char insert actions. In the log of writing
actions, they look like this: ~®@ @ D".

However, there is nothing special about those events in the nature of replace-
ments as far as what they actually do to the target text, except that, as Alves &
Couto-Vale (2011) point out, translators seem not to go back to the source text so
often during the revision phase. Therefore, the reasons for replacements during
that phase are even less directly motivated by the source text, and possibly not
supported by any bilingual intellectual process. This means that, as the transla-
tion moves from PO to P3, chances are that the translator thinks progressively
less bilingually and progressively more monolingually.

Taking this into account, it is important to notice that the very notion that
supports such a micro-unit and a macro-unit rationale is a correspondence or
an alignment between source and target lexicogrammatical structures. This is
the very assumption that makes us researchers in translation studies want to
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take process units as evidence for anything in the process of translation. But
are we misguided in taking the micro-units, as Alves & Couto-Vale (2009; 2011)
call them, to be any span of writing actions between pauses in typing of a given
length? I am afraid we are. If the amount of grammatically unrelated phenomena
that motivates pauses were not enough evidence, let us consider the following
example:

(16) “die Kraftaaaaa@aufgewendete
K'ompriessionskraft:

In Table 5, when considering replacements at the grammatical stratum, it
seems reasonable to imagine that the nominal group had three versions. The first
version is completed at text version 3, thus resulting in the PO minor-unit of trans-
lation 0-3; the second version of the nominal group would be complete at text
version 9, thus resulting in the P1 minor-unit of translation 3-9; an incomplete
attempt would end at version 11, resulting in the P3 minor-unit of translation

Table 5: Target text segments during each pause of Example 16

text version character sequence segment

0

1 die

2 die:K

3 die-Kraft

4 die

5 die-aufgewende

6 die-aufgewendete-K

7 die-aufgewendete-Kf

8 die-aufgewendete-K

9 die-aufgewendete-Kraft-
10 die-aufgewendete-Kraft-z
11  die-aufgewendete-Kraft-zu
12 die-aufgewendete-Kraft-z
13 die-aufgewendete-Kraft-
14  die-aufgewendete
15 die-aufgewendete-Kompressionskraft-
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9-11; and, finally, the span from 11-15 would be a fourth minor-unit of translation
at the grammatical level. We were able to reach this chunking of the process
not based on pauses, but based on the grammaticality of character sequences as
products of writing.

At the same time, if we take another criterion such as key-moving actions, we
find other ‘minor units’ (this time not of translation). This time, we can explain
the pause before the ‘r’ key down action at versions 2 and 6 as being possibly
due to the translator’s bad left hand position, and the replacement of the charac-
ter ‘f” by the character ‘r’ — spanning from version 7-9 — as being motivated by
an erroneous key down action, possibly due to a bad left hand position. In the
typing process, the span from 6 to 7 would be a P0 revision and the span from
7 to 9 a P1 revision: the first span inserts the character ‘f” and the second span
replaces the character ‘f” by the character ‘r’. In parallel to this, there is probably
another process going on. The lexical item aufgewendete is an alternative to the
lexical item aufgewandte; the overlap of the written word with the alternative
is aufgewendete. At the end of the overlap, there is a pause. Did the translator
reconsider which lexical item to choose at this point? This might well be the case.
Finally, the partially written character sequence zu... might have been completed
as zur Kompression ‘in the compression’, as in die aufgewendete Kraft zur Kom-
pression ‘the force spent in the compression’, or as zu komprimieren ‘in compress-
ing’, as in die aufgewendete Kraft zu komprimieren ‘the force spent in compress-
ing’. Such target text segments were likely discarded and a new one was typed
until the end die aufgewendete Kompressionskraft ‘the spent compression force’.
This kind of replacement is different from the one of replacing die Kraft by die
aufgewendete Kraft. The earlier revision is an insertion of a word before another
word that was already written. The later revision is indeed a revision of a way
of formulating to another. In that case, if we go down from the nominal group
to the constituents of the nominal group, what looked like four minor-units of
translation becomes one PO minor unit of translation for aufgewendete-[Kraft- ]
‘spent-[force-]’, and two minor units of translation, [Kraft Jzu[r-Kompression-] |
Kompressions[kraft-] ‘[force-]in-the-compression’ | ‘compression-[force-]’.

In other words, it is a selection of the process (motion, typing, writing, saying),
the stratum (graphics, graphology, lexicogrammar, and rhetoricosemantics), and
the rank (morpheme, word, group, phrase, clause), that makes the detection of
micro-units and macro-units possible. Pauses do indeed help us in finding out
whether there is more or less effort at a particular point in writing. But the
reasons why a pause is there is multivariate. Next, I shall review how pauses in
typing have been calculated so far and suggest a heuristics to estimate a pause
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in typing. With such a heuristics we shall be able to avoid relying on pauses in
writing, as has been the praxis so far.

2 Handling pauses

As seen in §1.1, there is a need to build more reliable cognitive effort indicators.
Pauses of writing activity are definitely not as reliable as pauses of typing ac-
tivity, which in turn are less reliable than pauses of moving activity. As said
previously, we cannot calculate the time taken to reach the mouse and place the
mouse hand back onto the right position of the keyboard. Moreover, it would
be nice but very difficult to account for the difference in time between typing
the same and different keys consecutively with the same finger, typing two keys
consecutively with different fingers of the same hand and typing two keys with
different hands. In that way, we would be able to account for the actual time
that the translator was inert and still, after finishing a writing burst and before
starting the next writing burst. If we were to add a video input, we could also
subtract the time a translator moves for purposes other than translating such as
adjusting the chair, the glasses, and moving back a lock of hair that falls onto
one’s face every once in a while (for those that have long hair), or such as sneez-
ing and scratching one’s eyes and nose (for those that have allergies and/or a
cold). All these translation-unrelated actions that would motivate pauses would
be subtracted in this way. Unfortunately, we cannot do this automatically at the
present time and, in particular, we cannot do this retroactively for the corpora
that we have already collected.

What we can do is to improve our guess, i.e. to increase the chance that what
we see as a pause in writing is indeed a pause in typing and, potentially, a pause
in moving. If we add an eye tracker to this improved guess, we might get closer to
what is going on during translation that is truly translation-related. As for now,
I shall discuss a way to improve our guess of typing pauses based on writing
pauses and suggest a way to classify them according to a non-linear scale.

2.1 Classes of writing pauses

As pointed out in §1.1, latin capital letters demand a different keyboard layout
from that of latin small letters. The same is true for other characters that are
reachable only while the shift key is held down. In our case, we ran experiments
using a German keyboard and using a German keyboard layout manager in Win-
dows. In those experiments the following list of char insert actions relied on
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moving a shift key or the alt-gr key down beforehand and moving it up after-
wards. We have ignored the fact that sequences of capital letters and punctuation
could be typed sequentially while holding the shift key (or after clicking the caps
lock key) because such sequences were very rare in our logs of writing actions.

Table 6: Types of char insert depending on keystroke combinations

key number standard value shift-key-low value alt-gr-key-low value

#18 Key ‘1" Key ‘I’ Key ‘@’ Key
#19 Key ‘2’ Key ”” Key ", Key
#20 Key ‘3’ Key ‘§’ Key

#21 Key ‘4’ Key ‘$> Key

#22 Key ‘5’ Key ‘% Key ‘I’ Key
#23 Key ‘6’ Key ‘& Key ‘2> Key
#24 Key ‘7 Key ‘I Key {’ Key
#25 Key ‘8’ Key ‘C Key ‘I’ Key
#26 Key ‘9’ Key )’ Key ‘T Key
#27 Key ‘0’ Key ‘=" Key } Key
#28 Key B’ Key ‘?” Key ‘\’ Key
#29 Key “ Key > Key “ Key
#39 Key ‘q’ Key ‘Q’ Key

#40 Key ‘w’ Key ‘W’ Key

#41 Key ‘e’ Key ‘E’ Key

#42 Key T’ Key ‘R’ Key

#43 Key ‘t’ Key ‘T’ Key

#44 Key ‘2’ Key ‘2’ Key

#45 Key ‘u’ Key ‘U’ Key

#46 Key I’ Key T Key

#47 Key ‘0’ Key ‘O’ Key

#48 Key ‘P’ Key ‘P’ Key

#59 Key ‘i’ Key ‘U’ Key

#50 Key ‘+’ Key ** Key “ Key
#60 Key ‘a’ Key ‘A’ Key ‘<’ Key
#61 Key ‘s’ Key ‘S’ Key ‘>’ Key
#62 Key ‘d’ Key ‘D’ Key

#63 Key ‘f” Key ‘F’ Key

#64 Key ‘g’ Key ‘G’ Key
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key number standard value shift-key-low value alt-gr-key-low value

#65 Key ‘h’ Key ‘H’ Key

#66 Key ‘I’ Key T Key

#67 Key ‘k’ Key ‘K’ Key

#68 Key T Key ‘L’ Key

#69 Key ‘6’ Key ‘O’ Key

#70 Key ‘a4’ Key ‘A’ Key

#71 Key # Key “ Key

#77 Key ‘<’ Key ‘>’ Key ‘I' Key
#78 Key ‘y’ Key Y’ Key

#79 Key <’ Key X’ Key ‘»” Key
#80 Key ‘¢’ Key ‘C’ Key ‘©’ Key
#81 Key ‘v’ Key ‘V’ Key ‘«” Key
#82 Key ‘b’ Key ‘B’ Key

#83 Key ‘n’ Key ‘N’ Key ‘" Key
#84 Key ‘m’ Key ‘M’ Key

#85 Key ‘) Key ;’ Key

#86 Key > Key ’ Key

#87 Key -’ Key ‘~> Key

Table 6 shows some of the keys and the corresponding values in three lay-
outs, namely the standard layout for the shift-key-high alt-gr-key-high state, the
shift-key-low layout, and the alt-gr-key-low layout. There is also a fourth layout
for when both shift and alt-gr keys are held down, but none of the characters
contained in it were inserted frequently in our log of writing actions. The key
values in the alt-gr-low layout were also not inserted frequently enough for any
statistical analysis. The other two layouts, on the other hand, were used quite
extensively.

As we have seen in Table 1 in §1.1, there are three frequent kinds of writing
pauses in translation: in between two standard char insert actions (writing ac-
tions), there is one char key up action (one typing action); in between a shift-key-
low char insert and a standard char insert action (writing actions), there is one
char key up and one shift key up actions (two typing actions); and in between
a standard char insert and a shift-key-low char insert action (writing actions),
there is a char key up and a shift key down (two typing actions). Based on this re-
alisation, I classified the pauses between writing actions into four groups: pauses
between standard char insert and standard char insert were named AA, those
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between shift-key-low char insert and standard char insert were named BA,
those between standard char insert and shift-key-low char insert were named
AB, and the others were named o. Below are three graphs showing the distribu-
tion of the pause length in each group. In these graphs, there is one bullet point
for each 32 millisecond window, namely from 0 to 31 milliseconds, from 32 to
63 milliseconds, and so on. The higher a bullet point, the larger the number of
pauses in that 32 millisecond window. The y-axis is adjusted to the most frequent
pause window within the graph and is different among the graphs. What I aim at
showing is not the absolute frequency of pauses of each kind, but the way they
are distributed along the x-axis. See below:

o st o oo o o om0 oz oo cron oo e

(a) AA pauses std ch+std ch (b) BA pauses shift ch+std ch(c) AB pauses std ch+shift ch

Figure 1: Different writing pause lengths depending on AA, AB, BA
pause type

Figure 1 shows that AA pauses were the smallest, BA pauses (those contain-
ing a shift key up action) were longer, and AB pauses (those containing a shift
key down action) were the longest. In addition, it seems quite evident from the
images that most pauses lay between 0 milliseconds and about twice the size
of the most frequent pause window. For this reason, I find twice the length of
the maximum value of the most frequent window a good estimate of where the
start of the typing pause is. In the next section, I shall discuss how to classify
typing pauses according to their length in a meaningful way for the purpose of
translation studies.

2.2 Classes of typing pauses

Since we have an estimate of typing pause that is seemingly imprecise, it is not
very informative to look at very small pauses. Therefore, what we count as typing
pauses close to zero are actually rough guesses that these might be typing pauses
and even rougher guesses that these might potentially be a motion pause. Any
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actual counting of such short pauses would be very unreliable. We shall see in
the following that they are nonetheless useful, even if imprecise.

Longer typing pauses with large pause windows are likely to be less unreliable.
For this reason, I found 128 milliseconds of estimated typing pause length to be a
good start. A typing pause window starting at 128 milliseconds was called tpw;.
Since we need a way to compare similar-sized pauses with each other in an order
of magnitude way (not in very precise ways), I find a logarithmic scale for pause
windows fitting for our task. Therefore, I conceived of pause windows with the
time segment [62 x 27,62 X 2/*1[ where the minimum pause length is included
and the maximum pause length is excluded. With this pause window formula,
we would have the following typing pause windows (tpw) in Table 7.

Table 7: Typing pause windows

Typing Pause Window Minimum Length ~ Maximum Length

(included) (excluded)
tpw” 0 ms 128 ms
tpwy 128 ms 256 ms
tpwa 256 ms 512 ms
tpws 512 ms 1,024 ms
tpwy 1,024 ms 2,048 ms
tpws 2,048 ms 4,096 ms
tpwe 4,096 ms 8,192 ms
tpwy 8,192 ms 16,384 ms
tpwg 16,384 ms 32,768 ms
tPWeo 32,768 ms -

The first and last lines of Table 7 indicate special typing pause windows. Tpw-
are the pause windows where it is a mere guess that what we see is in fact a
typing pause, whereas tpwo, indicate pauses beyond 32 seconds. These pauses
are very infrequent and they occurred not more than 5 times per participant.
Making cognitive claims on typing pauses this long seemed rather unrealistic
and I opted to discount them. Figure 2 shows the distribution of such pauses for
a particular translation process from English to German in our corpus.

The logarithmic windows of Figure 2 contain a decreasing number of typing
pauses as they get larger. The drop in typing pause frequency between one win-
dow and the next is smooth, which is a good sign for a classification of this kind.
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Number of typing pauses in the window

Typing pause windows

Figure 2: Frequency of typing pauses per window for a translation pro-
cess

2.3 Comparison with other approaches

Up to now in translation studies, two procedures to cut a translation process
into units have been tried, and both of them ignore the fact that the length of
different writing pauses (AA, BA, AB) correlate differently with typing pause
length. Both approaches considered gaps between two writing actions longer
than a fixed threshold pause in translation, that is, these gaps were considered
the boundaries of translation process units. They were not understood as pauses
in writing nor as pauses in typing nor as pauses in finger motion.

The first fixed threshold used in translation studies was user-unspecific and
was picked by the researcher him or herself. Early thresholds ranged between
5 and 6 seconds (Hansen 1999; 2002; Alves 2003; PACTE 2005). The second ap-
proach to cut the writing process into units during translation was proposed
by Dragsted (2004; 2005). Her approach consisted of finding a writing pause®
for each participant that ‘seemed to reveal a certain pattern of syntactic units?’.
The attempt is valid and it does reveal a certain patterning that looks similar to
a word/group/phrase based cutting of the target text production.

However, even though Dragsted’s approach is much better at capturing the
writing rhythm of fast and slow writers, it tells little about how much ‘cogni-

Y Typing speed in her terms since she did not distinguish typing actions from writing actions
20Here called grammatical structures
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tive’ effort was put in each pause. It is also a poor indicator of cognitive effort
since it tends to find boundaries of translation process units before all capital let-
ters. This might lead researchers to believe that sentence beginnings and German
nouns are especially charged with cognitive effort, when that is not really what
is happening. It just takes longer for a person to type a capital letter than a small
letter. Dragsted’s approach also has the tendency to underestimate the cognitive
effort of writing pauses between two small letters, which are typically shorter
because less typing occurs during them. Examples 17 and 18 show respectively
an undervaluation and and overvaluation of pauses.

(17) -"A”s"p e k’t”- (TPW cut)

(18) -“z7u”-57753-2P"r“0"z e n"t”- (TPW cut)

In Example 17, the tpw- pause before the ‘A’ char insert action was taken by
Dragsted method as being significant whereas I estimate this pause to be on the
borderline of being a typing pause or not. It is barely longer than the regular gap
between two typing actions of the translator. In contrast, Example 18 shows an
undervaluation of pauses. Tpw- and tpws pauses between standard char insert
actions are not recognised, whereas a tpw, pause before a capital letter is. In
other words, even though Dragsted’s approach adapts better to the writing speed
of each participant, it might give us a skewed view of pauses in translation.

3 Conclusion

In the first part of this work, I went through a series of translation-unrelated
linguistic phenomena that motivate pauses during translation. The assumption
that the boundaries of the grammatical structure under translation are the core
and sole reason for there to be writing pauses in the translation process was put
in check. Reasons for there to be pauses vary between motion, typing, writing
processes; in written products they vary between graphic, graphological, lexi-
cogrammatical, and semantic strata, and in the lexicogrammatical stratum they
vary between morpheme, word, group/phrase, and clause ranks. Each way of
looking at the data allows us to identify different micro-units and corresponding
macro-units of translation.

After listing some phenomena that occur in the translation process, I revisited
the issue of what is an adequate pause to take as indicator for cognitive effort. As
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pointed out in the first part, the assumption that the length of a writing pause is
a good indicator of cognitive effort or translation-related activity does not hold.
For this reason, I devised another indicator that results from estimating and clas-
sifying typing pauses. This indicator seems less biased than the one used so far
and it is modal, i.e. it is not a cut but a scalar value that increases together with
the length of the pause at a logarithmic pace.

Finally, for the future, given that we might have come to conclusions in prior
publications based on skewed measurements, there is a large amount of work in
need of reassessment. This work would include revisiting the claims that were
defended with skewed measurements and which are now wide-spread assump-
tions in the field. We need to reassess whether these claims can still be sustained
when analysing evidence in more detail and with less naivité.
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Universals of editing and translation
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It has been claimed that translation universals are really “mediation universals”
(Chesterman 2004; Ulrych & Murphy 2008), pertaining to the more general cog-
nitive activity of mediating a text rather than specifically translating it. Among
those linguistic activities that share the alleged mediation effect with translating
are editing and revising. In this chapter, I critically examine the theory of “me-
diation universals” by comparing unedited translations with edited translations
and with edited non-translations. The focus is on explicitation, normalisation/
conservatism and simplification. The operationalisations are partly adopted from
a similar study on English by Kruger (2012), which the present study seeks to repli-
cate for German management and business articles. The results do not support
the notion of mediation universals for the present corpus but rather show that
translated texts are recognisable as such even after the editing process. Editorial
influence on translated language in this genre is shown to be strongest in terms of
sentence length and lexical diversity, where unedited and edited translations dif-
fer significantly from each other. Here, editors approximate the language to that
of the non-translations, though the unedited translations have a greater average
sentence length than the non-translations. That finding does not support the usual
observation that translated texts have shorter sentences than non-translations, but
highlights the importance of studying editorial influence in translation. That trans-
lations are hybrid texts, influenced by many agents other than the translator is now
trivial knowledge. Yet corpus research in translation studies still relies mainly on
published translations. The findings in this chapter argue for including unedited
manuscripts in corpus-based studies of translated language to avoid missing phe-
nomena of translated language that may be removed at the editing stage and to be
able to differentiate which features really pertain to the translation act and which
are affected by editorial influence.
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1 Introduction

The notion of translation universals has been subject to debate for a long time
(Baker 1993; Chesterman 2004; Mauranen & Kujamaki 2004). Its status today is
problematic (see House 2008), though few would dispute that differences exist
between translated and non-translated texts. Much of the controversy surround-
ing the issue is about the term “universal” (Chesterman 2014: 86), while the line
of enquiry itself still seems productive and interesting because “the quest for
universals is no more than the usual search for patterns and generalizations that
guides empirical research in general” (Chesterman 2014: 87).

To advance translation studies as an empirical discipline, it is necessary to
test existing theories with empirical methods and to suggest new models based
on empirically tested (and testable) data. This process can be facilitated by con-
ceiving studies in a replicable and rigorously transparent fashion, that is, they
should enable other researchers to retrace the steps taken by the investigator, so
that they can test the results in another language, genre or setting. To promote
the use of statistical significance testing in our discipline, it would be useful for
scholars to cite the sources where the significance tests they employ are docu-
mented, just as it is done with other tools or ideas that they use in their work.
Merely stating the name of a statistical test without reference assumes that it
is common knowledge, which in many disciplines of the humanities is arguably
not the case.

The aim of this chapter is to draw attention to the influence of editors on the
translation text, which so far has not received much attention in models of trans-
lation. Studying texts before and after editing can provide great insights into
the translation process, which is here defined as “the period commencing from
the moment the client contacts the translator and ending when the translation
reaches the addressee” (Munoz Martin 2010: 179).

Most analyses of translated language are based solely on corpora of published
translations, and few attempts have been made to build a corpus of unedited
translations (for an early such design, see Utka 2004). But published texts have
usually undergone some kind of editing process involving various language users
prior to their release. The study of manuscript translations informs current theo-
ries of translation by differentiating linguistic features that are present through-
out the translation process from features whose frequency in the text was in-
creased or decreased at the editing stage.

A holistic view of the translation process, obtained by studying manuscript
translations alongside their published versions, will greatly increase the accu-
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racy of the claims we make about translated language, improve the “ecological
validity of experimental settings” (Mufioz Martin 2010: 179; see also Saldanha &
O’Brien 2013: 110), and allow insights into the linguistic effects of editing, an as
yet underresearched aspect of language use (Bisiada 2017a,b).

This chapter investigates three proposed translation universals, explicitation,
normalisation and simplification, aiming to find out how these are affected by
editorial intervention. Those universals were chosen in order to allow a compari-
son of results to those found by Kruger (2012). Partly adopting her methodology,
I compare two subcorpora that each exhibit one type of mediation (one trans-
lated but not edited, the other not translated but edited) with a third subcorpus
that exhibits both types of mediation, that is, the texts were translated and then
edited.

If translating and editing really are a comparable type of language use and
could be subsumed under the label of “mediation”, there should be little to no
differences between manuscript and published translations, because the transla-
tion stage should already have applied the “mediation universals”. The published
translations should then also be rather similar to the published non-translations,
as both have undergone the editing process.

A more likely scenario seems to be that the texts differ with respect to partic-
ular universals but not to others. Tracing the evolution of the translated texts
through the translation and editing stage will thus give us an idea of what stage
tends to affect which type of universal. It will also allow us to investigate whether
editing leads to a similar product when it takes place on non-translated compared
to translated texts, as, for instance, editors aim to assimilate translated language
to that found elsewhere in their publication.

The chapter is structured as follows: Section 2 discusses existing claims that
translation universals are really “mediation universals”. In Section 3.1, I describe
the corpus and the operationalisations of the three translation universals that
were tested in this study. I then explain the statistical methods used and the pro-
cedure that I took to ensure statistical significance of the findings (Section 3.2).
Section 4 contains the analysis of explicitation (4.1), normalisation/conservatism
(4.2) and simplification (4.3). Finally, Section 5 contains a summary of the find-
ings and a discussion of their implications.

2 Universals of “mediated discourse”?

Translating and editing are considered to be forms of mediation. Lefevere argues
that what translating has in common with “other modes of rewriting, such as
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editing, historiography, criticism, anthologising and the production of abridged
or simplified texts” is that it “presuppose[s] a certain degree of mediation on the
part of the writer/translator to adapt texts to the new audience” (Lefevere 1992:
9).

In his analysis of translation universals, Chesterman (2004) calls translation an
act of “constrained communication”, arguing that universals pertinent to trans-
lation may also be found “in other kinds of constrained communication, such as
communicating in a non-native language or under special channel restrictions,
or any form of communication that involves relaying messages, such as report-
ing discourse, even journalism” (Chesterman 2004: 10-11) Crucially, he argues
that “it may be problematic eventually to differentiate factors that are pertinent
to translation in particular from those that are pertinent to constrained commu-
nication in general” (Chesterman 2004: 10-11). This view was already held by
Blum-Kulka (1986: 21) concerning the proposed universal of explicitation, which,
she argues, “might be [...] a universal strategy inherent in the process of language
mediation, as practiced by language learners, non-professional translators and
professional translators alike”.

Ulrych & Murphy (2008) adopt the notion of “constrained communication”
and the list of linguistic activities that are claimed to share particular features, so-
called “mediation universals” (2008: 149). They even add to that category by argu-
ing that “editing, copy-editing, revision or postediting” as well as ghost-writing
are also types of mediated discourse (2008: 150). What unites texts of that kind, in
their view, is that “they are processed, or rewritten, for particular audiences and
are thus mediated for a purpose” (Ulrych & Murphy 2008: 151). Like Chesterman,
they argue that “the notion of translation universals may be usefully replaced by
that of mediation universals which may be identified in various kinds of mediated
discourse” (Ulrych & Murphy 2008: 149).

By the above definition, most publicly available texts, except perhaps sponta-
neous online discourse such as comments, posts or tweets, could be described as
“mediated discourse”. Such a wide applicability not only makes the term itself
less useful. It also makes the hypothesis of “mediation universals” difficult to
disprove, as very few texts are available that would be considered “unmediated
discourse”. Internet discourse might be one possibility, but one would have to
ensure that the authors are native speakers, have not reported any discourse or
relayed any messages and have not revised their text. The reliability of such a
corpus would seem to be rather low.

To back up their claims, Ulrych & Murphy (2008) conduct a study of medi-
ated discourse, where they draw on the EuroCom corpus, a parallel corpus of
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written texts drafted by non-native speakers of English at the European Com-
mission and the same texts edited by native speakers. The size of the corpus at
the time of analysis is reported as one million words in each part of the corpus
(Ulrych & Murphy 2008: 152). The object of study is to investigate “whether there
are typical phraseologies within mediated discourse as such” (Ulrych & Murphy
2008: 155) by comparing the edited texts both with the non-edited texts in the
corpus and with the British National Corpus (BNC), which they call “a corpus of
non-mediated native-speaker language” (Ulrych & Murphy 2008: 155).

Analysing three-word clusters, they find that in order to and as well as are
used rather often in the EuroCom corpus, though more commonly in the non-
edited than in the edited texts. Further, they are used less often in the BNC, from
which they conclude that “they are not used frequently in speech or writing in
non-mediated English” (Ulrych & Murphy 2008: 159).

However, these findings do not seem very convincing. As a “reference cor-
pus of native-speaker, non-mediated English” (Ulrych & Murphy 2008: 159), the
BNC may be problematic. It contains extracts from, among other things, national
newspapers, specialist periodicals, academic books, popular fiction and univer-
sity essays, the authors of which are unlikely to be native speakers in all cases.
And even if that were the case, a claim that is not made anywhere in the de-
scription of the BNC (Burnard 2009), the corpus does not seem to contain much
“non-mediated” English. It does contain some unpublished letters and essays that
may be considered non-edited, and thus non-mediated. But for the most part, it
consists of published, and thus mediated, texts, as newspapers, periodicals, jour-
nals and books have all been edited, copy-edited and revised to some extent.

Elsewhere, Ulrych (2009) claims that the boundaries between translating and
editing as forms of mediation are becoming blurred. Unfortunately, it is not clear
just what is meant by editing, specifically who does the editing. The research
approach taken by Ulrych & Murphy (2008) outlined above suggests that the
editing is done by someone other than the translator. However, the reference to
“hybrid forms such as transediting” (Ulrych 2009: 219) seems to suggest that it is
the authors or translators themselves who do the editing (for a valuable critique
of the term “transediting”, see Schiffner 2012).

The existence of “mediation universals”, then, has never really been substan-
tiated by empirical evidence. That has not kept it from being used, albeit with
different understandings: to refer to non-native speaker language use (Ulrych &
Anselmi 2008; Gaspari & Bernardini 2010; Rabadan & Izquierdo 2013: 79; Xiao
& Hu 2015: 175), to bilingual communication (Lanstyak & Heltai 2012), to inter-
lingual revision (Robertson 2010: 63) or to “texts produced under the constraint
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of linguistic or cultural contact” (Zanettin 2014: 183). Even the term “mediation”
itself is used without a commonly accepted definition (for a totally unrelated use
of the term “mediated discourse”, see Scollon 2001; Norris & Jones 2005).

One empirical analysis of “mediation universals” and, more specifically, the
mediation effect of editing, was conducted by Kruger (2012). The 1.2 million word
corpus she draws on has three subcorpora: firstly, translations from Afrikaans
to English, secondly, originally English texts that were edited by professional
language editors, and thirdly, those same texts in their manuscript form before
editing took place (2012: 360). All texts are from the time span 1997 to 2010 and
the genres are academic, instructional, popular and reportage texts (2012: 359).
Her aim is to investigate whether “the universals of translated language are the
consequence of a cognitive mediation effect that is shared among different kinds
of mediated language” (Kruger 2012: 358). Her analysis focuses on the three
suggested translation universals explicitation, normalisation/conservatism and
simplification (more details on the operationalisations she uses to study these
universals are given in Section 3).

Her findings do not support the hypothesis that translation universals are re-
ally mediation universals as there is a “consistent difference between the trans-
lated and edited subcorpus” in each of the three types of universals investigated
(Kruger 2012: 380). Instead, she argues that the differences she finds between the
two corpora can be attributed to either of the facts that they differ in processing
(monolingual vs bilingual) and in production circumstances (free vs constrained)
(Kruger 2012: 381). She also suggests that editing as a form of mediation does
not involve explicitation or simplification, at least not as much as in translation,
which she explains by the fact that editing does not involve the production of a
new text (2012: 382).

Translating and editing also differ in that translating may to a larger extent be
guided by the tendency of risk aversion (Pym 2005; 2008) than editing, because
translators produce a text while editors work on an existing text. The linguis-
tic mediation that translators undertake and which tends to make them “avoid
misunderstandings at all costs” (Becher 2010: 20) is different to the mediation
entailed by the act of editing, as it is either the translator or the author that will
be blamed in case of communication problems. Universals affected by risk aver-
sion are thus more likely to surface during the translation act than at the editing
stage.

On top of that, translators are often pressed for time and paid by the hour,
working on several jobs at the same time, while the editors tend to be in-house
employees (that is true at least for the editors who worked on the data in my

246



9 Universals of editing and translation

corpus). Editors have told me that the quality of the translation is an important
factor affecting the time they spend on an article, though different concepts of
what exactly is “quality” in translation exist (Drugan 2013; Mossop 2014; House
2015b). Thus, the different production circumstances further argue against the
existence of “mediation universals”.

3 Methodology

3.1 Corpus details and operationalisations

The present study draws on a 300,000 word corpus of management articles with
three subcorpora (detailed in Table 1). The translated subcorpus (TR) consists of
manuscript translations into German of English articles that originally appeared
in the Harvard Business Review, an American magazine for business leaders and
managers. The manuscript translations were provided to me by Rheinschrift, a
translation company funded in 1995 and based in Cologne. These articles were
translated by a range of translators and date from 2006 to 2011 and were com-
missioned by the Harvard Business Manager, the German sister publication of
the Harvard Business Review. The texts are drafts that were checked for accuracy
within the translation company and then sent to the publisher for editing.

Table 1: Corpus details

Subcorpus Translated? Edited? Texts(n) Size (words)

TR yes no 27 106,829
TR+ED yes yes 27 104,448
ED no yes 27 88,312

The subcorpus of translated and edited texts (TR+ED) consists of the edited and
published versions of the translations in the TR subcorpus. The edited (ED) sub-
corpus consists of articles that were written by a range of authors for the Har-
vard Business Manager, edited and published there in 2008. For the analysis, the
three subcorpora were part-of-speech tagged and lemmatised using TreeTagger
(Schmid 1995) with the Stuttgart-Tiibingen tagset for German (Schiller et al. 1999).

As stated above, the setup of this corpus study is inspired by the corpus method
used in Kruger (2012), which is an exemplary scientific work in that the com-
prehensive and detailed description of the author’s methodology allows other
researchers to replicate her study or adopt its methods. The present study also
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uses edited translations and non-translated articles, but instead of unedited, non-
translated texts, it uses unedited translated texts, which means that in this study,
all texts would count as mediated.

Kruger (2012) makes useful observations regarding differences between mono-
lingual and bilingual text production and how they differ from editing, which in-
volves no actual production of text. She states that her subcorpus of translations
contains “[p]ublished texts as well as ephemera” (Kruger 2012: 360), yet later
describes it as involving only bilingual mediation (see Table 7 in 2012: 380). I
would argue, though, that published translations would also count as “mediated”
monolingually, because they are usually also edited before publication.

If published translations, then, have been “mediated twice”, the effect of the
mediation that takes place first may be obscured. Differentiating the linguistic
effects of translating and editing thus requires the study of unedited translations,
which is why I have chosen the present corpus structure over the one used by
Kruger (2012).

The overview below lists the variables by which each translation universal
was operationalised in Kruger (2012: 362) (on the left) and the variables used in
this study (on the right). To replicate her study to the best possible degree, I have
used her operationalisations as far as that was feasible for the analysis of German.
Where this did not seem to be the case, for instance with contracted forms (Ger-
man does not have this feature in written language) or inclusive language (no
conventionalised forms exist in German), I have introduced other operationali-
sations that I consider relevant for the analysis of the given universal. A brief
rationale for the applicability of each operationalisation will be given in each
appropriate analysis section.

Explicitation
More complete/less economical surface realisation in translation

Frequency of use of optional Frequency of use of dass (‘that’)
complementiser that

Frequency of use of full forms

versus contracted forms

More explicit relations between conceptual propositions in text

Frequency of linking adverbials  Frequency of linking adverbials
Frequency of pronominal ad-
verbs
Conjunction vs preposition ratio
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Normalisation/conservatism

Frequency of coinages and loan- Degree of unconventional lan-

words guage use
Frequency of lexical bundles Frequency of lexical bundles
Use of inclusive language Passive alternatives

Simplification

Lexical diversity Lexical diversity
Mean word length Mean word and sentence length

3.2 Statistical significance

As we need to test the difference among the means of three corpora for statis-
tical significance, a one-way analysis of variance (ANOVA) will be used. This
test requires the data to be normally distributed and have approximately equal
variances, though it is “fairly tolerant of all but gross departures from normality
and homogeneity of variance” (Butler 1985: 132; see also Lowry 2012: ch. 14.1). As
the data is not always normally distributed, I have chosen an equal sample size
of 27 texts for each corpus to increase the robustness of the test.

Where the p-value yielded by the ANOVA is close to the significance threshold,
I have also conducted a Kruskal-Wallis test, which is a distribution-free alterna-
tive to the ANOVA (Lowry 2012: ch. 14a; Cantos Gomez 2013: 45), to ensure
the accuracy of the reported significance. The confidence level of @ = 0.05 is
considered to be statistically significant and the confidence level of « = 0.01 is
considered to be highly statistically significant.

The results are reported in plots where the standard error of the mean is shown
by error bars. Where statistical significance is reported, a post-hoc Tukey test,
one of the standard comparison tests following the ANOVA (see Cantos Gémez
2013: 55), has been conducted to examine which corpora differ from each other
for the given variable. To just compare two corpora, I have used the Mann-
Whitney test, which, unlike the often used ¢-test, does not assume normal distri-
bution of the data (Kilgarriff 2001: 104).
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4 Analysis

4.1 Explicitation
4.1.1 Frequency of dass complementisers

The causes for the omission of dass (‘that’) in written German, generally re-
ferred to as “declarative complementiser drop” (Reis 1995: 33), have not been
conclusively explored to my knowledge. There is widespread agreement that the
verbs allowing the omission of dass are the same as the verbs known as “bridge
verbs” (Grewendorf 1989: 54; Miiller 1993: 362-363; Steinbach 2002: 8), though
this has been refuted by Reis (1995). The omission of the complementiser is less
straightforward than in English because dass is not always optional, depending
on the semantics both of the subclause and the particular verb or noun involved
(Miiller 1993; Gartner & Steinbach 1994; for an overview of some literature, see
Lapshinova-Koltunski 2010: 30). Verbs that require a finite extension using dass
in German have English counterparts that allow both finite and non-finite ex-
tensions (Fischer 1997: 214). English, on the other hand, tends to require non-
finiteness more often than finiteness (Fischer 1997: 214). In German, it is only
with some verbs that the same content can be expressed both with dass and with
a coordinate clause.

For this analysis, I selected the most common German verbs and nominali-
sations that can take a dass complement. The selection was based on Jones &
Tschirner (2006), who draw on the Leipzig/BYU Corpus of Contemporary Ger-
man to provide a list of the 4000 most common German words. From the 2500
most frequent German words (occurring with a frequency of at least 30 instances
per million words), I have compiled a list of the most common verbs and nominal-
isations that can be complementised both by a dass-clause and a main or infinitive
clause according to the E-VALBU valency dictionary for German (Schumacher
et al. 2004).! The resulting list is shown in Table 2.

I have considered dass to be omitted when the verb or nominalisation was
followed by either an infinitive clause with zu or by a finite main clause because
those constructions can be replaced by a dass clause. If the verb or nominalisation
was followed by a subordinate, verb-final clause, such as a clause introduced by
another conjunction like wie (‘how’), was (‘what’), wo (‘where’) or ob (‘if’), the
construction was not counted as an omission of dass because dass cannot replace
those conjunctions.

! Available at http://hypermedia.ids-mannheim.de/evalbu/index.html.
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Table 2: Verbs and nouns with dass

sagen ‘to say’
merken ‘to notice’
schreiben ‘to write’
lesen ‘to read’
horen ‘to hear’
spiiren ‘to sense’
angeben ‘to claim’
fuirchten ‘to fear’
finden ‘to find’
sehen ‘to see’
denken ‘to think’
hoffen ‘to hope’
betonen ‘to stress’
fiihlen ‘to feel’

wissen ‘to know’
glauben ‘to believe’
erkldren ‘to explain’
vermuten ‘to suspect’
fordern ‘to demand’
heiflen ‘to be called’
behaupten ‘to claim’
annehmen ‘to assume’
vereinbaren ‘to agree’
zugeben ‘to admit’
erzdhlen ‘to narrate’
ausgehen von ‘to assume’
versprechen ‘to promise’
ausrichten ‘to tell’

mitteilen ‘to inform’
meinen ‘to think’
vorstellen ‘to imagine’
bedeuten ‘to mean’
erwarten ‘to expect’
drohen ‘to threaten’
schdtzen ‘to estimate’
vorschlagen ‘to suggest’
befiirchten ‘to fear’
einrdumen ‘to admit’
scheinen ‘to seem’
wiinschen ‘to wish’
beschlieflen ‘to decide’

Meinung ‘opinion’
Ansicht ‘view’
Hoffnung ‘hope’
Befiirchtung “worry’

Forderung ‘demand’
Uberzeugung ‘conviction’
Vermutung ‘assumption’

Eindruck ‘impression’
Auffassung ‘view’
Behauptung ‘claim’

Regarding the analysis of items that were used with a dass clause, the ANOVA

test reports a highly statistically significant difference among the mean frequen-
cies (see Figure 1), which is confirmed by a Kruskal-Wallis test (H = 11.8 (df =
2), p = .0027). A post-hoc Tukey test reveals that there is a significant differ-
ence (p < .05) between both the unedited and the edited translations, where dass
is present at a frequency of just under 17.5 instances per 10,000 words, and the
non-translated articles, where it occurs at a frequency of around 9 instances per
10,000 words.

Constructions where the items under analysis were used with an alternative to
dass occur with a frequency of around 7.5 to 9.5 instances per 10,000 words in each
subcorpus, and there is no significant difference as reported by the ANOVA (see
Figure 1) and confirmed by a Kruskal-Wallis test (H = 1.74 (df = 2), p = .419).

These findings seem to support the view that translations are more explicit
than the non-translated articles as the frequency of the use of dass in translated
texts stands out. The editors do not seem to have made any substantial changes
to this feature.
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Figure 1: Mean normalised frequencies of dass clauses (F(2,78)
5.56, p = .0055) and coordinate clause alternatives to dass (F(2,78)
0.34, p = .7128)

4.1.2 Frequency of linking adverbials

Linking adverbials make links between the clauses they connect more explicit
(House 2015a). A more frequent use of linking adverbials would thus increase
the degree of explicitation in a text. To compile a list of the most frequent link-
ing adverbials in German, I first extracted all the linking adverbials (“konnekt-
integrierbare Konnektoren”, that is, connectors that can be integrated into one
of the clauses they connect, see Pasch et al. 2003: 487) according to Pasch et al.
(2003: 504-509). To limit the range of adverbials to those that specify links be-
tween clauses, I have only chosen those that can occur both between clauses
(Null position) and in the final element of the sentence (Nachfeld position) ac-
cording to Pasch et al. (2003: 504-509). I have further eliminated all pronominal
adverbs, as these will be analysed separately in Section 4.1.3.

The final list (see Table 3) only includes those linking adverbials whose fre-
quency class in the Deutscher Wortschatz reference corpus (Quasthoff et al. 2013)
from the Leipzig Corpora Collection is no higher than 16.2

The results are shown in Figure 2. Published and manuscript translations show
a basically identical frequency of 9.2 linking adverbials per 1,000 words, whereas

2The corpus, which is available at corpora.uni-leipzig.de, assigns words to frequency classes
from 0 to 24, from most to least frequent. See Quasthoff et al. (2013: 2) for details on how the
frequency class is calculated.
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Table 3: Linking adverbials

allerdings ‘indeed’

ander(e)nfalls ‘otherwise’
anders/genau(er)/kurz/nebenbei
gesagt ‘in other words/(more)
precisely/briefly/by the way’

aus diesem Grund ‘for this reason’
beispielsweise/bspw. ‘for instance’
dagegen ‘on the other hand’
dessen ungeachtet ‘notwithstanding’
einerseits ‘on the one hand’
erstens, zweitens... ‘first, second’
freilich “of course’

hingegen ‘on the other hand’

im Ubrigen ‘what’s more’
indes(sen) ‘meanwhile’
insbesondere ‘especially’

insoweit ‘as far as’

jedoch ‘however’

mithin ‘thus’

nichtsdestotrotz ‘notwithstanding’
ohnehin ‘in any case’

sodann ‘consequently’

iiberdies ‘what’s more’
unterdessen ‘meanwhile’

vor allem ‘above all’

weiterhin ‘in addition’
wohlgemerkt ‘let me add’

zum Beispiel/z. B. ‘for example’
zumal ‘given that’

zundchst ‘initially’

zwar/und zwar ‘it’s true that/namely’

also ‘thus’
and(e)rerseits ‘or else’
ansonsten ‘otherwise’

auflerdem ‘in addition’

blofs ‘however’

das heifst ‘that is’

dennoch ‘still’

ergo ‘thus’

folglich ‘therefore’

gleichwohl ‘nevertheless’

im Gegensatz zu/dazu ‘contrarily’
immerhin ‘at least’
infolgedessen ‘consequently’
insofern ‘for that matter’
jedenfalls ‘in any case’

mit anderen Worten ‘in other words’
ndmlich ‘namely’

obendrein ‘on top of that’
schliefSlich “after all’
stattdessen ‘in spite of that’
iibrigens ‘by the way’
vielmehr ‘rather’
wdhrenddessen ‘meanwhile’
wiederum ‘on the other hand’
zudem ‘plus’

zum einen ‘on the one hand’
zumindest ‘at least’
zusammenfassend ‘to sum up’
...erweise ‘...ly’
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the non-translated texts only have 8.5 per 1,000 words. While this may support
the existing hypothesis that translations are more explicit than non-translations,
the difference is not statistically significant according to the ANOVA. Further
research on German where a different set of linking adverbials is analysed might
lead to a different result, but for the present analysis it must be concluded that
the subcorpora do not differ significantly in terms of linking adverbials.
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Figure 2: Mean normalised frequency of linking adverbials (F(2,78) =
0.62, p = .5406)

It is beyond the scope of this chapter to consider the frequency of individual
linking adverbials, but it would be interesting for further research to investigate
whether any linking adverbials are used specifically in translated texts or non-
translated texts.

4.1.3 Frequency of pronominal adverbs

Bisiada (2014: 14-15) has found that pronominal adverbs such as darum (‘there-
fore’), daraus (‘from that’) or dariiber hinaus (‘on top of that’) are regularly in-
troduced when sentences are split, both by translators and editors. The intro-
duction of pronominal adverbs to the text clarifies cohesive relations (Kunz &
Lapshinova-Koltunski 2015) and is thus an explicitating addition to the text.

Pronominal adverbs have been extracted by a search for the tag PAV, which
stands for pronominal adverb in the Stuttgart-Tiibingen tagset. The absolute oc-
currences were then converted to normalised frequencies.
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Figure 3 shows that in the translated texts, pronominal adverbs occur at a rate
of 9.4 instances per 1,000 words, while in the non-translated texts, they only
occur at a rate of 8 instances per 1,000 words, which would give further support
to the hypothesis that translated texts are more explicit.
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Figure 3: Mean normalised frequency of pronominal adverbs
(F(2,78) = 4.33, p = .0165)

However, the statistics do not quite allow this conclusion. The ANOVA test
argues for a statistically significant difference (see Figure 3), and the post-hoc
Tukey test places the difference between the non-translations and both trans-
lated subcorpora (p < .05). According to the Kruskal-Wallis test, however, the
difference between the normalised frequencies in the three corpora is not statis-
tically significant (H = 4.07 (df = 2), p = .1307). As stated in Section 3.2, the
Kruskal-Wallis test takes precedence for data that is not entirely normally dis-
tributed. Thus, while translated texts seem to contain more pronominal adverbs
than non-translated texts, that difference is not statistically significant.

4.1.4 Conjunction vs preposition ratio

Steiner (2001: 26) suggests measur