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1 Parallel corpora in Translation Studies

Parallel corpora, i.e. collections of originals and their translations, can be used
in various ways for the benefit of Translation Studies, Machine Translation, Lin-
guistics, Computational Linguistics or simply the human translator. In Compu-
tational Linguistics, translation corpora have been employed for Machine Trans-
lation but also for term extraction, word sense disambiguation etc. as early as
the 1980s (important milestones being Nagao 1984 and Brown et al. 1990). One
of the early electronic resources is the Canadian Hansard, which was initially
used for implementing sentence alignment (Gale & Church 1991), a task that is
now a standard feature of applications such as translation memories. Moreover,
parallel corpora are used as data basis for multilingual grammar induction, auto-
matic lexicography and many other tasks in information extraction and language
processing across different languages.

In Translation Studies, the focus is more on identifying features that distin-
guish translations from original texts. From this perspective, the main research
interest lies in the detection of patterns of (inevitable) modifications introduced
by the translator(s) along the way in terms of local solutions, added information
or even larger changes in the register of the text. These modifications may be
individual to a given translation task or a translation pair but they may also in-
stantiate typical features of translated text that make translations different from
non-translated texts in a wide range of linguistic features. The investigation of
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corpora is an obvious method to detect these distinctive properties of translations
empirically and has been employed since the 1990s as witnessed by Baker (1993;
1996); Johansson & Ebeling (1996) and more recently by Hansen (2003); Teich
(2003); Mauranen & Kujamaki (2004) and Hansen-Schirra, Neumann & Steiner
(2012). Furthermore, parallel corpora are used as reference works for translation
teaching and in professional translation settings since they enable quick and in-
teractive access to translation solutions (e.g. translation memories).

Exchange between the Translation Studies and the Computational Linguist-
ics communities has traditionally not been very intense. Among other things,
this is reflected by the different views on parallel corpora. While Computational
Linguistics does not always strictly pay attention to the translation direction
(e.g. when translation rules are extracted from (sub)corpora which actually only
consist of translations), Translation Studies is amongst other things concerned
with exactly comparing source and target texts (e.g. to draw conclusions on in-
terference and standardisation effects). However, there has recently been more
exchange between the two fields — especially when it comes to the annotation
of parallel corpora. This special issue brings together the different research per-
spectives. Its contributions show — from both perspectives — how the communit-
ies have come to interact in recent years.

With issues of the creation of large parallel data collections including multiple
annotations and alignments largely solved, the exploitation of these collections
remains a bottleneck. In order to use annotated and aligned parallel corpora
effectively, the interaction of the different disciplines involved addresses the fol-
lowing issues:

+ Query tools: We can expect basic computer literacy from researchers now-
adays. However, the gap between writing query or evaluation scripts and
program usability is immense. One way to address this is by building web
query interfaces. Yet, in general, what are the claims and possibilities for
creating interfaces that address a broader public of researchers using mul-
tiply annotated and aligned corpora? An additional ongoing question is
the most efficient storage form: are database formats superior to other
formats?

« Information extraction strategies: The quality of the information extrac-
ted by a query heavily depends on the quality of the annotation of the un-
derlying corpus, i.e. on precision and recall of annotation and alignment.
Furthermore, the question that arises is how we can ensure high precision
and recall of queries (while possibly keeping query construction efficient).
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What are the strategies to compose queries which produce high-quality
results? How can the query software contribute to this goal?

« Corpus quality: Several criteria for corpus quality have been developed
(e.g. in the context of standardisation initiatives). Quality can be influenced
before compilation by ensuring the balance of the corpus (in terms of re-
gister and sample size), its representativeness etc. Also, inter-annotator
agreement and — to a lesser extent — intra-annotator agreement are an
issue. But, how can we make the corpora thus created fit for automatic
exploitation? This involves issues such as data format validity throughout
the corpus, robust (if not 100% correct) processing with corpus tools/APIs
and the like. What are relevant criteria and how can they be addressed?

« Corpus maintenance: Beyond the validity of the data format, mainten-
ance of consistent data collections is a more complex task, particularly
if the data collection is continually expanded. A change of the annotation
scheme entails adjustments in the existing annotation. Questions to this
end include whether automatic adjustment is possible and how it can be
achieved. Maintenance may also involve compatibility with and/or adapt-
ations to new data formats. How can we ensure sustainability of the data
formats?

A colloquium held at the Corpus Linguistics 2009 Conference at the University
of Liverpool was concerned with the interface between the requirements of lin-
guists and Translation Studies working with parallel corpora and computational
linguists providing the tools and exploiting the corpora for their purposes. In
this sense, it was closely related to and a continuation of the workshop “Mul-
tilingual Corpora: Linguistic Requirements and Technical Perspectives” held at
the Corpus Linguistics 2003 Conference at Lancaster University (see Neumann
and Hansen-Schirra Neumann & Hansen-Schirra 2003).

The present special issue is a collection of contributions arising out of this
Colloquium. In what follows we outline the contributions responding to some
of the questions posed above. The volume sets off with a focus on annotation,
alignment and query on the syntactic level: Volk, Marek and Samuelsson discuss
a trilingual parallel treebank, the Stockholm Multilingual Treebank SMULTRON.
The ultimate purpose of the resource is its exploitation for Machine Translation,
a typical application scenario for parallel treebanks. Interestingly, the resource
only consists of translations in the three languages English, German and Swedish.
The authors discuss solutions for some important questions in querying the tree-
bank, thus focussing on an issue in working with parallel corpora that typically
only arises at a later stage of corpus construction but that is not the least trivial.
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In their contribution, Vintar and FiSer discuss the exploitation of multilingual
resources — and translations in particular — for a monolingual computational lin-
guistic task, the construction and enrichment of the Slovene WordNet. They turn
the problem of a lesser-studied language into an advantage in drawing on the
rich body of translations existing for Slovene. At various stages of their work,
parallel corpora are used to disambiguate word senses with the help of trans-
lations — making use of a typical feature of translation, namely settling on one
interpretation of ambiguous items in the source text — as well as to extract a bilin-
gual lexicon of word-aligned items in order to enrich the resource with domain-
specific lexical items. Vintar and FiSer show how monolingual resources can be
successfully exploited with the help of parallel corpora that contain the required
information.

Fantinuoli’s contribution demonstrates an even more practice-oriented exploit-
ation of corpora, both monolingual and parallel. Fantinuoli describes the design
of a software, InterpretBank, which assists conference interpreters in all stages of
their work. Based on Baroni and Bernardini’s Baroni & Bernardini (2004) Boot-
Cat mechanism, it harvests the web for domain-specific documents given a set of
search terms, performs term extraction on them and uses additional resources,
e.g. Wikipedia or bilingual online dictionaries, to propose definitions, transla-
tions, collocations and keyword-in-context information. All available modules,
for harvesting, management and retrieval, are adapted to the specific needs of
interpreters, reducing the time needed for preparation and allowing for efficient
retrieval while interpreting. A pilot module adds the possibility to include paral-
lel resources, e.g. translation memories or the OPUS corpora, in the preparation
phase.

The contribution by Culo, Hansen-Schirra, Maksymski and Neumann revisits
a more theory-oriented topic. It discusses the analysis of the bilingual CroCo
Corpus, a richly annotated and aligned corpus of English and German transla-
tions and originals, with respect to a translation-specific research question. It
exemplifies the exploitation of a resource that comes close to a parallel treebank
for a research question that has a long history in Translation Studies, namely the
study of shifts (e.g. Vinay and Darbelnet Vinay & Darbelnet 1958, Catford Cat-
ford 1965 etc.). The goal of this contribution is a heuristic identification of shifts
in translation that can then be interpreted as properties of translations. While
the main aim of the study is to advance empirical knowledge in the field of Trans-
lation Studies, it also has some clear implications for computational handling of
translation shifts — for instance, in Machine Translation.

The translation-related research question investigated by Culo et al. sets the
scene for the final paper in this special issue: Alves and Vale introduce an innov-
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ative approach to adopting a corpus perspective on psycholinguistic research
into the translation process. The authors describe LITTERAE, a computer tool
that allows annotating linear representations of the process of producing a trans-
lation of a source text. They then proceed to discuss quantitative findings yielded
with LITTERAE which suggest certain patterns in target text production. The pa-
per provides a highly interesting way of reducing the gap between corpus-based
and process-oriented investigations of translations. It thus rounds off this special
issue with a perspective beyond Corpus Linguistics.

The articles in this special issue address a number of the issues discussed above:
Vintar and FiSer are concerned with information extraction from various multi-
lingual resources, whereas Culo et al. exemplify the linguistic interpretation of
parallel data on the basis of a heuristic information extraction procedure. In-
formation extraction as well as its interpretation is also exemplified in Alves and
Vale’s study. Questions of corpus querying are also a major concern of Volk et
al, as well as corpus quality, in particular annotation quality. The latter is also
addressed by Padé6. The only area of interest not covered by one of the contri-
butions is the maintenance of continually expanding resources. This is an area
addressed by work in the area of sustainability of corpora, for instance in the
framework of the European CLARIN project ! and similar national initiatives.
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