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The chapter describes an extended version (USzeged+) of our previous system
(USzeged) submitted to PARSEME’s Shared Task on automatic identification of ver-
bal multiword expressions. USzeged+ exploits POS tagging and dependency pars-
ing to identify single- and multi-token verbal MWEs in text. USzeged competed on
nine of the eighteen languages, where USzeged+ aims to identify the VMWEs in
all eighteen languages of the shared task and contains fixes for deficiencies of the
previously submitted system. Our chapter describes how our system works and
gives a detailed error analysis.

1 Introduction

Multiword expressions (MWEs) are frequent elements of all natural languages.
They are made up of more than one lexeme, but their meaning is not predictable
from the meaning of their components. There are different types of MWEs such

Katalin Ilona Simkó, Viktória Kovács & Veronika Vincze. 2018. Identifying verbal
multiword expressions with POS tagging and parsing techniques. In Stella Markanto-
natou, Carlos Ramisch, Agata Savary & Veronika Vincze (eds.), Multiword expressions
at length and in depth: Extended papers from the MWE 2017 workshop, 227–243. Berlin:
Language Science Press. DOI:10.5281/zenodo.1469563

http://dx.doi.org/10.5281/zenodo.1469563


Katalin Ilona Simkó, Viktória Kovács & Veronika Vincze

as stereotyped similes (as white as snow), collocations (strong tea), or idioms (to
kick the bucket). This chapter deals with verbal MWEs (VMWEs) where the head
element of the MWE is a verb, for example verb-particle constructions (look af-
ter), or light-verb constructions (take a shower).

This chapter describes our system for verbal MWE recognition. It was built
for the PARSEME Shared Task 1.0 (Savary et al. 2017), USzeged and its exten-
sion, USzeged+. Both systems use POS tagging and dependency parsing and are
capable of identifying single- and multi-token verbal MWEs. They are language-
independent: USzeged was submitted for nine of the eighteen languages of the
Shared Task, while for this extended version, USzeged+, we present results for
all eighteen languages.

In this chapter, we first describe the original USzeged system and give our
results submitted to the Shared Task with detailed error analysis. This part of
the chapter builds heavily on our workshop paper (Simkó et al. 2017). Then, we
describe the details of the updated, USzeged+ version and give the results we
achievedwith this new system. Last, we give a comparison of the results achieved
using our approach in the original, USzeged system and the new USzeged+ one
in an experiment using the available Hungarian data.

2 USzeged - The original system

The USzeged system was built for the shared task on automatic identification
of verbal multiword expressions organized as part of the 2017 MWE workshop
(Savary et al. 2017).1 The shared task’s aim is to identify verbal MWEs in multiple
languages. In total, eighteen languages are covered that were annotated using
guidelines taking universal and language-specific phenomena into account.

The guidelines identify five different types of verbal MWEs: idioms (ID), light-
verb constructions (LVC), verb-particle constructions (VPC), inherently reflexive
verbs (IReflV) and “other” (OTH). Their identification in natural language pro-
cessing is difficult because they are often discontinuous and non-compositional,
the categories are heterogeneous and the structures show high syntactic variabil-
ity.

The precise definitions of MWE, VMWE and the VMWE types can be found
in Savary et al. (2018 [this volume]), as well as details on the different languages’
databases used.

Our team created the Hungarian shared task database and VMWE annotation.
Our system is mostly based on our experiences with the Hungarian data in this

1http://multiword.sourceforge.net/sharedtask2017
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annotation phase. Our goal was to create a simple system capable of handling
MWE identification in multiple languages.

2.1 System description

The USzeged system exploits the syntactic relations within MWEs, i.e. it directly
connects MWEs and parsing, an approach described in many sources (Constant
& Nivre 2016; Nasr et al. 2015; Candito & Constant 2014; Green et al. 2011; 2013;
Wehrli et al. 2010; Waszczuk et al. 2016) and one of the basic ideas behind the
work done by the PARSEME group.2 The core of our system is directly based on
the work described in Vincze et al. (2013): using dependency parsing to identify
MWEs. That system uses complex dependency relations specific to the given
syntactic relation and MWE type. We note that a high number of the languages
of the shared task are morphologically rich and have free word order, which
entails that syntactically flexible MWEs might not be adjacent. Hence, a syntax-
based approach seems a better fit for the task than sequence labeling or similar
strategies.

The USzeged system uses only the MWE type as a merged dependency label,
i.e. no clue is encoded to the syntactic relation between two parts of the MWE.
Moreover, it also treats single-token MWEs. As multiple languages had single-
token MWEs as well as multi-token ones that are dealt with in dependency pars-
ing, we expanded the approach using POS tagging. Frequent single-token MWEs
are, for example, German and Hungarian VPCs: when the particle directly pre-
ceeds the verb, German andHungarian spelling rules require that they are spelled
as one word, however, it still remains a construction made up of two lexemes
with non-compositional meaning (e.g. (HU) kinyír (ki+nyír) ‘out+cut’ ⇒ ‘kill’
or (DE) aufmachen (auf+machen) ‘up+do’ ⇒ ‘open’).

MWEs have specific morphological, syntactic and semantic properties. Our
approach treats multi-token MWEs on the level of syntax – similarly to the mwe
dependency relation in the Universal Dependency grammar (Nivre 2015) – and
single-token MWEs on the level of morphology.

The USzeged system works in four steps, and the main MWE identification
happens during POS tagging and dependency parsing of the text. Our system re-
lies on the POS tagging and dependency annotations provided by the organizers
of the shared task in the companion CoNLL files and the verbal MWE annotation
of the texts and is completely language-independent given those inputs.

2http://typo.uni-konstanz.de/parseme/
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In the first step, we prepared the training file from the above mentioned inputs.
Wemerged the trainingMWE annotation into its morphological and dependency
annotation for single- andmulti-tokenMWEs, respectively.The POS tag of single-
tokenMWEs got replacedwith theirMWE type, while for themulti-tokenMWEs
the dependency graphs’ label changed: the label of the dependent node in the tree
was replaced with a label denoting the MWE type.

Figure 1, Figure 2 and Figure 3 show the single-tokenMWE’s change in POS tag
andmulti-tokenMWE dependency relabeling for VPCs and LVCs in a Hungarian
example.

original label relabeled (HU)
bekezdés NOUN VPC (HU)
in+starting, ‘paragraph’

határozathozatal NOUN LVC (HU)
decision+bringing, ‘decision-making’

Figure 1: Adding the VPC and LVC single-tokenMWE POS tags to (HU)
bekezdés (be+kezdés) ‘in+starting’ ⇒ ‘paragraph’ and (HU) határoza-
thozatal (határozat hozatal) ‘decision+bringing’⇒ ‘decision-making’.

Péter fontos feladatokat lát el
Peter important task.PL.ACC see.3.SG away

ROOTSUBJ

OBJATT
PREVERB

Péter fontos feladatokat lát el
Peter important task.PL.ACC see.3.SG away

ROOTSUBJ

OBJATT
VPC

Figure 2: Adding the VPC multi-token MWEs label to the dependency
graph in (HU) Péter fontos feladatokat lát el. ‘Peter important tasks
sees away’ ⇒ ‘Peter takes care of important tasks’.
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Péter vetette rá az első követ
Peter cast.3.SG he the first stone

ROOT

SUBJ OBL

DET

ATT

OBJ

Péter vetette rá az első követ
Peter cast.3.SG he the first stone

ROOT

SUBJ OBL

ID

ID

ID

Figure 3: Adding the ID multi-token MWE label to the dependency
graph in (HU) Péter vetette rá az első követ. ‘Peter cast the first stone
on him’.

For multi-token MWEs our approach is based on our hypothesis that the de-
pendent MWE elements will be directly connected to the other MWE element(s).
We do not change the structure of the dependency relations in the tree, but
change the dependency label of the dependent MWE element to the MWE type,
thereforemaking theMWE element retraceable from the dependency annotation
of the sentence. For example lát and el in Figure 2 make up a VPC (ellát ‘take
care’), so the dependency relation label of the dependent element, el changes
from the general syntactic label PREVERB to the MWE label VPC, with this VPC
label now connecting the two elements of the MWE.

For MWEs of more than two tokens, the conversion replaces the dependency
labels of all MWE elements that depend on the head. In Figure 3, the head of the
idiom (az első követ veti ‘casts the first stone’) is the verb, vetette (cast.Sg3.Past).
All other elements’ dependency labels are changed to ID.

The second step is training the parser: we used the Bohnet parser (Bohnet 2010)
for both POS tagging and dependency parsing. For the single-token MWEs, we
trained the Bohnet parser’s POS tagger module on the MWE-merged corpora
and its dependency parser for the multi-token MWEs. The parser would treat
the MWE POS tags and dependency labels as any other POS tag and dependency
label.

We did the same for each language and created POS tagging and dependency
parsingmodels capable of identifyingMWEs for them. For some languages in the
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shared task, we had to omit sentences from the training data that were overly
long (spanning over 500 tokens in some cases) and therefore caused errors in
training due to lack of memory. This affected one French, one Polish, two Italian,
five Romanian and nine Turkish sentences.

Third, we ran the POS tagging and dependency parsing models of each lan-
guage on their respective test corpora. The output contains the MWE POS tags
and dependency labels used in that language as well as the standard POS and
syntactic ones.

The fourth and last step is to extract the MWE tags and labels from the output
of the POS tagger and the dependency parser. The MWE POS tagged words are
annotated as single-token MWEs of the type of their POS tag. From the MWE
dependency labels, we annotate the words connected byMWE labels of the same
type as making up a multi-token MWE of that type (see Figure 4).

Merge
MWEs to
POS&dep
in train

Train
on POS
and dep
in train

POS tag
and dep
parse
test

from test
labels

tags and
MWE
Extract

Figure 4: Steps of the USzeged system.

There are arguments for and against our approach. The system cannot han-
dle multi-token MWEs where the elements are not connected in the tree and
replacing the POS tags and dependency labels can have a negative effect on the
accuracy of POS tagging and parsing. However, as our end goal is not the POS
tagging or dependency parse of the data, we believe that this side effect is neg-
ligible since higher-level applications (e.g. machine translation) can profit from
more accurate MWE identification. On the other hand, the approach has low
technical requirements and it is very easily adaptable to other languages.

2.2 Results

We submitted the USzeged system for all languages in the shared task with pro-
vided dependency analysis and POS tagging. We attempted to use just the POS
tagging component of our system on the languages that only had POS tagging
available to give partial results (i.e. identifying only single-token MWEs), but we
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found that these languages incidentally had no or very few single-token MWEs
(Farsi 0, Maltese 4, Romanian 44, Slovene 3, Turkish 22), therefore we had no
access to adequate training data and did not submit results for these languages.

Our results on the nine languages are reported in Simkó et al. (2017). Our sys-
tem was submitted for German, Greek, Spanish, French, Hungarian, Italian, Pol-
ish, Portuguese, and Swedish. For the evaluation, we employed the metrics used
for the evaluation of the shared task (Savary et al. 2017).

The F-scores show great differences between languages, but so did they for the
other systems submitted. Compared to the other, mostly closed-track systems,
the USzeged system ranked close to or at the top on German, Hungarian, and
Swedish. For the other languages (except for Polish and Portuguese, where ours
is the worst performing system), we ranked in the mid-range.

2.3 Error analysis

After receiving the gold annotation for the test corpora, we investigated the
strengths and weaknesses of our system.

Our error analysis showed that the USzeged system performs by far best on
single-tokenMWEs, which in this dataset aremostlymade up of the verb-particle
construction category, correctly identifying around 60% of VPCs, but only about
40% of other types on average. It is probably due to the fact that single-token
MWEs are identified by POS tagging techniques, which are known to obtain
more accurate results in most languages than dependency parsing.

German, Hungarian, and Swedish were also the languages with the highest
proportions of the VPC type of verbal MWEs in the shared task, which also corre-
lates with why our system performed best on them. Romance languages contain
almost no VPCs and the remaining ones have much less also. In this way, the
frequency of VPCs strongly influences our results on the given language.

For French and Italian, our system also performed worse on IReflVs. In gen-
eral, we had some trouble identifying longer IDs and LVCs and MWEs including
prepositions. A further source of error was when there was no syntactic edge
in between members of a specific MWE, for instance, in German, the copula
sein ‘be’ was often indirectly connected to the other words of the MWE (e.g. im
Rennen sein ‘in race be’⇒ ‘to compete’), hence our method was not able to rec-
ognize it as part of the MWE. As our system does not restructure the syntactic
trees, if the elements of a multi-token VMWE are not connected (i.e. they do not
form a graph) in their dependency annotation, we cannot identify the full MWE,
however, we can still identify tokens of it correctly if at least two tokens within
the MWE are attached.
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3 The extended system - USzeged+

The primary aim of our extension was to be able to use our system for the lan-
guages in the shared task without any available POS and dependency data. We
achieved this by parsing the annotated set in a preprocessing step. For the lan-
guages with gold POS and dependency data already available, we did not use this
extra step (see Figure 5).

POS tag
and dep
parse
train

Merge
MWEs to
POS&dep
in train

Train
on POS
and dep
in train

POS tag
and dep
parse
test

from test
labels

tags and
MWE
Extract

Figure 5: Steps of the USzeged+ system.

We used data for the remaining languages from the Universal Dependencies
Project release 2.0 (Nivre et al. 2016) to train the Bohnet parser for POS-tagging
and dependency parsing and parsed the VMWE annotated shared task’s training
sets. We should note that for some languages, the VMWE corpus and the Univer-
sal Dependencies corpus are overlapping. This influences our dependency parse
to some degree as the training data might partially include the test data, but as
our end goal here is not the full dependency parse of the texts (moreover, we al-
ready use gold dependency annotations for the languages which have it directly
available), we feel that this factor is negligible. Henceforward, we exploited the
very same processes as before: we merged the parsed data with the VMWE anno-
tations and once again, trained the Bohnet parser on the VMWEmerged data.We
then parsed the test sets for the shared task and extracted the MWE POS-tagged
and MWE dependency labeled words and phrases.

3.1 Results

Table 1 shows the USzeged+ results for all shared task languages. The languages
covered by USzeged can be found in the upper part of the table, and the ones
covered by USzeged+ are in the lower part. The “upper” languages of this table
show differences to the results presented in (Simkó et al. 2017). This is due to two
main factors: the Bohnet parser was updated between our USzeged and USzeged+
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versions of the system and we also corrected some bugs in our conversion tool.
The basic working principles of our system are the same as described above.

Table 1: USzeged+ results: Languages covered by the previous system
also are on top.

P-MWE R-MWE F1-MWE P-token R-token F1-token

DE 31.16 40.20 35.11 40.65 43.05 41.82
EL 37.01 30.20 33.26 49.14 32.65 39.23
ES 25.67 52.00 34.37 32.13 55.20 40.62
FR 31.23 31.60 31.41 43.57 39.44 41.40
HU 62.02 71.34 66.36 58.45 69.08 63.32
IT 9.21 6.80 7.83 33.29 18.70 23.94
PL 35.96 59.40 44.80 41.33 63.68 50.13
PT 33.29 52.80 40.84 40.76 58.96 48.20
SV 14.96 22.88 18.09 20.55 28.21 23.77

BG 53.26 43.13 47.66 77.79 49.25 60.32
CS 44.95 57.93 50.62 57.60 64.46 60.84
FA 69.58 46.20 55.53 85.78 53.14 65.63
HE 41.18 8.40 13.95 55.22 8.63 14.93
LT 33.33 7.00 11.57 40.48 6.97 11.89
MT 0.00 0.00 0.00 4.65 0.31 0.59
RO 46.29 67.40 54.89 53.01 71.68 60.95
SL 59.49 18.80 28.57 66.46 18.77 29.27
TR 39.34 37.92 38.62 42.07 39.49 40.74

Using gold or parsed POS and dependency data as the starting phase does not
have a significant impact on the results (as wewill show in another experiment in
§4), with the exception of Maltese. As Maltese currently has no available Univer-
sal Dependencies treebank, we used cross-language training to train our parser.
As a Semitic language, Maltese is basically related to Arabic but spelt with Latin
characters and about half of its vocabulary originates from Italian. Thus, we se-
lected the available Italian Universal Dependencies treebank to train the parser
and parse the VMWE train data. This had a very bad effect on our results: no
full MWE could be correctly identified in the VMWE test set. Hence, for Maltese,
a more suitable solution is still to be found for our approach. For all other lan-
guages – where the parser for the VMWE train data was trained on the same
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language – the final results are much more comparable to those of the languages
with gold trees.

Besides Maltese, one of the languages where our system performed poorly is
Italian. We investigated the Italian training corpus and found that its annota-
tion has different underlying principles than most of the other corpora. Namely,
it allows sentences to have multiple roots (which is prohibited in other depen-
dency theories), hence it confuses the parser’s training to a high degree and there-
fore very few valuable results (i.e. MWE annotations) can be converted from the
parsed sentences. Finally, Swedish results are probably due to the small size of
the training corpora.

Table 2 and Table 3 show our results in F-score for the different MWE types;
crossed out cells indicate that the type was not present for the given language.

Overall, the USzeged+ system performs best on inherently reflexive verbs (IRe-
flV). IReflVs contain irreflexive pronouns, which show little variability, thus they
can be relatively easily recognized by the system. However, the system performs
worst on idioms and the “other” category due to their bigger variability and the
longerMWEs in these types. Light-verb constructions and verb-particle construc-
tions show varied results depending on the variability of the category in the
given language. VPCs could be easily recognized in Hungarian (an F-score over
80), while LVC identification was most successful in Romanian (an F-score of 70).

There are also differences in the annotations of the languages: for instance,
Farsi contains only VMWEs for the “other” category, which makes it hard to
make any comparisons with the other languages on the effective identification
of VMWE categories.

The results also show that while our system has very similar average results
on the other language group of the shared task (interestingly even the “other”
category, which is probably due to Farsi), results are much lower on Romance
languages on average. This is most probably due to the issues on the Italian de-
pendency data (see above), which resulted in poor performance for almost all of
the VMWE categories in Italian.

We did some error analysis based on the languages we can speak.This revealed
that as for LVCs, our system usually marks as false positives those verb-object
pairs where the verb is an otherwise frequent light verb in the given language
(e.g. (PT) ter ‘to have’). Also, participle forms of LVCs were often missed in (FR)
études menées ‘studies conducted’. As for VPCs, many compositional instances
of verbs with particles were falsely marked in German and in Hungarian, like
(DE) anheben ‘hang up’. The same is true for IReflVs: compositional ones like
(PT) encantar-se ‘enchant’ were sometimes falsely identified as VMWEs. A fur-
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Table 2: USzeged+ MWE-level F-score results for the different MWE
types.

all VPC LVC ID IReflV OTH

BG 47.66 - 20.44 18.79 60.70 -
CS 50.62 - 26.96 2.51 61.71 0.00
DE 35.11 54.55 10.39 16.16 17.50 -
EL 33.26 56.00 36.68 9.52 - 8.00
ES 34.37 - 32.40 9.70 43.04 0.00
FA 55.53 - - - - 55.53
FR 31.41 - 27.67 16.48 52.94 0.00
HE 13.95 9.35 24.20 0.00 - 13.76
HU 66.36 80.59 35.47 - - -
IT 7.83 22.22 5.13 5.05 0.00 0.00
LT 11.57 - 23.53 0.00 - -
MT 0.00 - 0.00 0.00 - 0.00
PL 44.80 - 25.38 0.00 65.63 -
PT 40.84 - 45.89 11.57 40.99 -
RO 54.89 - 70.59 20.51 54.92 -
SL 28.57 0.00 14.29 1.90 45.71 0.00
SV 18.09 22.11 8.70 0.00 2.90 0.00
TR 38.62 - 39.77 32.71 - 34.34

Average 34.08 34.97 26.32 9.06 40.54 10.15

ther source of errors could also be some inconsistencies in the data: in a few
cases, annotators missed to mark some clear examples of VMWEs in the test
data, which resulted again in false positives. Finally, the German corpus con-
tained some English sentences, e.g. […] if Proporz were to be taken out of the
Austrian economy, actual unemployment would be … higher? In this sentence, be
and higher are marked as an instance of VPC. The word be is a typical particle in
German, while last words of the sentences are often verbs in German due to word
order reasons. Probably this is the reason why the system gave this analysis.

As our system uses different methods to assign single- and multi-token MWE
labels, we also investigated our results for these separately. We found that most
languages only contain no or very few single-tokenMWEs, with the exception of
German and Hungarian. Approximately 12% of VMWEs are single-token in the
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Table 3: USzeged+ system’s token-level F-score results for the different
MWE types.

all VPC LVC ID IReflV OTH

BG 60.32 - 32.63 24.30 74.05 -
CS 60.84 - 31.78 17.87 72.44 0.00
DE 41.82 56.14 12.58 32.41 24.85 -
EL 39.23 56.00 40.65 19.97 - 4.04
ES 40.62 - 35.86 22.47 44.27 0.00
FA 65.63 - - - - 65.63
FR 41.40 - 30.17 36.11 52.94 0.00
HE 14.93 13.82 23.21 10.62 - 10.83
HU 63.32 80.59 40.82 - - -
IT 23.94 27.78 12.60 23.78 0.00 0.00
LT 11.89 - 23.30 3.28 - -
MT 0.59 - 0.71 0.33 - 0.00
PL 50.13 - 28.18 13.19 69.44 -
PT 48.20 - 50.73 27.80 42.07 -
RO 60.95 - 73.03 48.88 55.75 -
SL 29.27 1.70 15.87 9.36 46.29 0.00
SV 23.77 26.80 8.79 2.26 2.90 0.00
TR 40.74 - 41.32 34.43 - 36.36

Average 39.87 37.55 29.54 20.44 44.09 10.62

German data, while they make up of 40% of VMWEs in the Hungarian data. Ta-
ble 4 shows our system’s accuracy on single- and multi-tokenMWEs for German
and Hungarian.

Table 4: Accuracy on single- and multi-token MWEs for German and
Hungarian.

single-token multi-token overall

DE 64 36 46
HU 83 43.3 68.9

These results confirm that our system achieves better results on single-token
MWEs than on multi-token ones.
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4 Gold or parsed?

In this last section, we describe a small experiment comparing our new addition
to the system: the parsed POS and dependency data. We compare our results on
Hungarian using the gold POS and dependency data with an experimental setup
mirroring that of the languages without this gold data. We used the Hungarian
Universal Dependencies treebank to train the Bohnet parser for POS tagging and
dependency parsing and exploited these trainedmodels to parse the VMWE train
sentences.

Table 5 shows the results of this experiment; the results for HU-GOLD are the
same as the ones for Hungarian in the above tables. The results show that gold
and parsed methods in our system can provide very comparable results. Inter-
estingly, in both MWE-level and token-level results, the parsed method provides
much higher precision but lower recall than the gold method.

For MWE types, LVCs are causing the main difference in the two systems.
Many VPCs in the Hungarian data are single-token, so our system deals with
them on the level of POS tagging, which is not affected by gold or parsed depen-
dency trees.

Overall, both options achieved approximately the same results in the auto-
matic VMWE recognition task.

Table 5: Gold and parsed results for Hungarian.

HU-GOLD HU-PARSED

P-MWE 62.02 74.94
R-MWE 71.34 62.93
F-MWE 66.36 68.41

P-token 58.45 74.74
R-token 69.08 53.85
F-token 63.32 62.60

F-VPC-MWE 80.59 78.59
F-LVC-MWE 35.47 25.41

F-VPC-token 79.05 77.66
F-LVC-token 40.82 25.71
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5 Conclusions

In our chapter, we presented our system for verbal MWE recognition.The system
uses POS tagging and dependency parsing as a means of finding verbal MWEs
in multiple languages.

Apart from parsing-based solutions (Al Saied et al. (2017), Nerima et al. (2017)
and our system), the shared task hosted a number of other approaches, like neu-
ral networks (Klyueva et al. (2017)) or sequence labeling based models (Boroş
et al. (2017), Maldonado et al. (2017)). In the final results, parsing-based systems
achieved the best results for almost all languages, showing that this approach
works very well for language independent MWE identification.

Our chapter further shows that it is possible to build a highly language in-
dependent MWE detection methodology that makes use of a limited amount of
language-specific data and achieve reasonable results.
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Abbreviations
id idiom
IReflV inherently reflexive verb
lvc light-verb construction
mwe multiword expression

oth other
pos part of speech
vpc verb-particle construction
vmwe verbal multiword expression
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